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Summary:
[bookmark: _heading=h.gjdgxs]Highly efficient Data Scientist with over 12 years of IT experience with more than 6 years of experience in Machine Learning, Data mining with large data sets of Structured and Unstructured data, Data Analysis, Data Acquisition, Data Validation, Predictive modeling, Data Visualization. Adept in statistical programming languages like Python & R, Big Data technologies like Spark and Cloud stack like Azure, GCP and AWS.
· Proficient in managing entire data science project life cycle and actively involved in all the phases of project life cycle including data acquisition, data cleaning, data engineering, features scaling, features engineering, machine learning modeling using a variety of algorithms like Regression Models, Time Series(ARIMA & Holt Winters), Clustering, APRIORI, Decision Trees, KNN, Neural Networks, SVM, Ensemble(Random Forest, Boosting), dimensionality reduction using PCA and SVD, testing and validation using regular performance metrics and AUC-ROC Plot, K- fold cross validation and data visualization. 	
· Proficient in exporting trained TensorFlow models into a format suitable for serving with TensorFlow Serving. Experience in configuring the model server to load and serve these exported models and managing the lifecycle of models, including loading new versions and gracefully unloading older ones.
· Proficient in deploying machine learning models in live/production environments by creating REST API’s out of the model and deploying the model to cloud services like AWS (S3) or GCP (Compute Engine).
· Experienced in reading or writing data from or to GCP Storage Buckets. Adept in using various services of GCP like CloudSQL, BigQuery, Cloud DataProc, Cloud Dataflow, Cloud AutoML. Experienced in shell scripting using Google Cloud Shell.
· Experience with Kubernetes and experience in developing ML serving solutions using various MLOps platforms like Sagemaker, MLFlow, VertexAI.  
· Experienced in working with Azure Ecosystem, creating data pipelines and inference pipelines in Azure Datafactory by connecting to Databricks, Azure Datalake, Postgres .
· Experienced in creating and utilizing EC2 (AWS) and Compute Engine (GCP) instances.
· Experienced in implementing machine learning solutions in AI Platforms like Data Robot & GCP Cloud AI.
· Experienced in Text Analytics and NLP. Adept in text pre-processing techniques like converting to lower case, removing punctuations and stop-words, converting number to words, removing white spaces and special characters, stemming and lemmatization and NER using nltk library.
· Experienced in advanced NLP applications like LDA, LSA and advanced text vectorizing techniques like TF-IDF, Word2Vec, Doc2Vec. 
· Adept and deep understanding of Statistical modeling, Multivariate Analysis, model testing, problem analysis, model comparison and validation.
· Experienced in implementing advanced solutions for Time Series Forecasting problems using statmodels Python library. In depth understanding of time series component like ACF, PACF. Experienced in visualizing Trend, Seasonality and Randomness. Hands on experience in building forecasting models using ARIMA and Holt-Winters.
· Skilled in performing data parsing, data manipulation and data preparation with methods including describe data contents, compute descriptive statistics of data, regex, split and combine, Remap, merge, subset, reindex, melt and reshape.
· Experience in using various packages in R and Python like ggplot2, caret, dplyr, Rweka, gmodels, RCurl, tm, C50, twitteR, NLP, Reshape2, rjson, plyr, pandas, numpy, seaborn, SciPy, Matplotlib, scikit-learn, tensorflow, keras, mlpack, boto, nltk.
· Extensive experience in generating data visualizations using R, Python and creating dashboards using tools like PowerBI. Proficient in Spark and Postgres databases.
· Hands on experience in implementing Naive Bayes and skilled in Random Forests, Decision Trees, Linear and Logistic Regression, SVM, Clustering, neural networks, Principle Component Analysis.
· Extensive experience in Data Visualization including producing tables, graphs, listings using various procedures and tools such as PowerBI.

Technical Skills:

	Operating systems
	Windows, Ubuntu, Mac.

	Languages
	Python, Pyspark, R

	AI Platforms
	DataRobot, GCP Cloud AI, MLFlow

	Databases
	MySQL, Postgres, Oracle.

	Database Tools
	MySQL Workbench, PGAdmin, SQL Developer.

	Cloud Technologies
	Azure, GCP, AWS.

	Markup languages
	HTML.

	Reporting Tools
	MS Office (Word/Excel/Power Point/ Visio), PowerBI. 

	Version controls
	GitHub, SourceTree.





Education:
· Bachelor of Technology (Computer Science)2008 – 2012, JNTU Hyderabad


Certifications:
· Certificate Program in Big Data Analytics and Optimization from INSOFE - International School of Engineering
· Deep Learning Specialization by Deeplearning.ai


Professional Experience:

	Client: Pwc							 
	Oct 2020 – Till Date

	Location: Dallas,TX
Project: Video Curation Assistant
	

	Role: Lead Data Scientist
	


Project Description: Video Archival team has to go through a manual process of viewing a meeting recording and decide if it can be Archived or Deleted. Objective of this implementation is to automate this manual review of videos by creating a system which can analyse meeting recordings, extract interesting aspects of the video and can predict to-be-deleted or to-be-archived.
Responsibilities:

· Implemented Celery-RabbitMQ-Flask framework using Python to post asynchronous requests and receive messages. Developed Python scripts which can read videos from directories and extract frames using ffmpeg.
· Developed api-endpoints using Flask which can call AWS Rekognition to detect humans in video frames and AWS Textract to extract text from images and post the relevant information to an S3 bucket using boto3
· Trained various ML models like Naïve Bayes, LogR,  XGBoost and Random Forest using vectorizers like TFIDF and Doc2vec.
· Created python scripts which can receive parameter and can post payload information to MS PowerApps. 
· Developed Data pipeline from various data sources using Azure Data Factory.


	Client: Pwc							 
	Apr 2020 – Oct 2020

	Location: Dallas, TX
Project: Machine Learning Environmental Analyst
	

	Role: Lead Data Scientist
	


Project Description: Objective of this implementation is to develop a system which can analyse an organization’s performance in Environmental, Social and Governance (ESG) conditions when compared to their peers. This system would aid the ESG analysts who score the companies based on ESG conditions by reading through ESRS docs, Annual Monitoring Reports and other company reports.
Responsibilities:

· Creating python utility functions using Databricks to read documents from Azure Datalake, extract text from document, break down into sentences which carry the risk terms, clean it and upload the data to TAGTOG(Annotation tool) to enable the labellers to manually tag the data, post labelling extracting the tagged sentences from tagtog and moving it back to the data lake. 
· Building frameworks which can execute various text pre-processing & NLP techniques like converting to lower case, removing punctuations and stop-words, converting number to words, removing white spaces and special characters, stemming and lemmatization using nltk library.
· Implementing feature engineering by combining different features from the original sentence and merging it with the risk term, document type and adding further parent entities of a risk terms like topics and sub themes and training vectorizers like Doc2vec.
· Created a feature vectors by converting each sentence record to a vector embedding using advanced text vectorization techniques like Doc2Vec using gensim library, Glove, ULMfit using fastai, ELMO.
· Implemented various advanced ML algorithms like Naïve Bayes, Support Vector Machines, XGBoost, Random Forest and LSTM using a combination of different vectors or embeddings inferred from trained vectorizers. Tuning parameters and tracking performance of models by logging all experiments in MLFLow.
· Trained and tuned transformer models like BERT and ALBERT using pytorch framework with 85% acc.
· Developed Pyspark scripts which can run inference on huge volume of documents in reasonable time.
· Developed Azure Data Factory pipelines which reads documents from Datalake, scripts from Databricks which extract sentences with risk terms, pre-processes and runs model inference on the sentences and saves the insights to Postgres DB. Configured the pipeline for both full load and 24 hour incremental load. Developed functions which can score documents based on the date published, data source and sentiment scores of the sentences in the document.     


	Client: Safelite							 
	Mar 2020 – Apr 2020

	Location: Detroit, MI
Project: Invoice Tampering Detection
	

	Role: Lead Data Scientist
	


Project Description: Objective of this implementation is to automate the process of manual inspection of invoices submitted by auto repair consumers to auto insurance providers for claims. 
Responsibilities:

· Developing Python utilities that can read invoices from GCP Storage buckets and pass the images to Google Vision API, extract text and save the text files back to source.
· Clustering invoices by passing the text to Google NLP API and extract Organization, Address and Phone number entities for each invoice. Addressing similar phone numbers and addresses using Levenshtein distance and a custom digit matching function for phone numbers. 
· Extracting the business logo from the invoice to get the exact name using Bounding Poly entities from the text annotations got from Google Vision API.
· Developing python functions which can identify tampered invoices by automating the process of finding invoices with handwritten price amounts by extracting price entities and their bounding poly coordinates and calculating the area covered by that price entity in the invoice and comparing with other printed price entities. 


Client: Safelite							     Jan 2020 – Feb 2020
Location: Detroit, MI
Project: Image Forgery Detection – R&D
Role: Lead Data Scientist
Project Description: Objective of this implementation is to develop a system which can detect images which have been forged using image manipulation techniques like copy-move and splicing.
Responsibilities:
· Creating generalized frameworks for data pipelines which can extract images from different data sources and execute advanced image processing techniques.
· Building functions which can implement traditional image forgery techniques like Error Level Analysis.
· Training machine learning models using pre-trained models and their weights. Building CNN's using different architectures.
· Research and draft a comprehensive document explaining traditional techniques and available tools for image forgery detection.


	Client: Texas Instruments							 	            
	Oct 2018 – Dec 2019

	Project: Automating Visual Inspection of return orders using Computer Vision
	

	Role: Lead Data Scientist
	


Project Description: Objective of this implementation is to automate the process of manual defect inspection of semiconductor wafers. When the application interface is fed with an image of a wafer, it relays the message of that wafer being defective or not. This functionality was used in Visual Inspection of incoming materials to automate the customer returns process, mitigate overhead costs and increase speed of re-stocking inventory to be used to fill new orders.
Responsibilities:

· As a Lead Data Scientist, managed and mentored a team of data scientists and big data specialists. Assigned, planned and prioritized building data-fuelled solutions, machine learning activities and other tasks that drive the business closer to solution delivery. Ensured data quality and integrity.
· Extracted thousands of images which were stored as jpeg images in GCP storage buckets developed efficient Python functions which can read the images from GCP buckets, perform various image cleaning and processing techniques which include enhance low light images, data augmentation techniques to increase the size of data set, re-sizing images.

· Annotated these images using LabelImg which is an image annotation tool written in Python which converts the annotated images to xml files. Converted these Images to TFRecords which serve as an input to an image classification model using Python.
· Implemented advanced variants of Convolution Neural Networks and their ensembles to train an image classification model using keras. Also implemented transfer learning using a pre-trained models like ResNet5.

· Improved performance by implementing hyper-parameter tuning techniques, Optimization techniques like Adam, RMSProp, AdaGrad, Stochastic Gradient Descent with momentum, Regularization techniques like L1, L2, DropOut and Early Stopping.

· Encapsulated the image classification model as a RESTful Python API using Flask library which was capable of predicting if the semi-conductor in the image was defective or non-defective. Deployed it to GCP and published as a web-service. Achieved 97.2% accuracy. The web-service when deployed or used in live environment, the potential rate of return order processing would be doubled.


Employer: Texas Instruments	                 Jan 2018 – Sep 2018
Project: Incident Tickets Classification
Role: Senior Data Scientist
Project Description: Objective if this project was to proactively classify incidents based on information provided by the user while raising a ticket. This implementation enabled the client to reduce TAT on ticket resolution, thereby by providing faster replies and solutions to its users.
Responsibilities: 
· Extracted data from various csv files present in an Oracle DB. Integrating different data files and writing back to the DB using cx_Oracle library. Performing various text pre-processing & NLP techniques like converting to lower case, removing punctuations and stop-words, converting number to words, removing white spaces and special characters, stemming and lemmatization using nltk library.
· Performed feature engineering by combining different features from the original data by merging ticket description provided by the user, comments and short description of the ticket. Created a feature vector by converting each text record to a vector embedding using advanced text vectorization techniques like TF-IDF and Doc2Vec using gensim library.
· Extracted the optimal number of features required to be trained by performing various data dimensionality reduction methods like Backward Feature Elimination, Forward Feature Construction and PCA.
· Implemented various advanced ML algorithms like Naïve Bayes, Support Vector Machines, XGBoost, Random Forest and Deep Neural Networks. Performed K-Fold Cross Validation sampling technique to train the data with these algorithms. Achieved 87% accuracy. Created interactive dashboards using the predictions of the data in PowerBI.

Client: Standard Chartered                                                                                                                      Jul 2017 – Dec 2017
Project: ATM Demand Forecasting
Role: Data Scientist
Project Description: Objective of this implementation was to forecast hourly ATM Demands for the next two years based on three years of ATM transactional data. Based on this forecast the cash logistics from reserve to ATM’s was optimized such that the armed trucks carrying the cash were utilized in a smart way.
Responsibilities:

· Extracted and explored data from different data files present in AWS S3 bucket using boto library. 
· Implemented python functions which can read data from S3, perform various data cleaning and processing techniques, multiple file integrating techniques and finally writing them back as tables in appropriate Postgres Schemas.
· Used Python for Exploratory Data Analysis and identified influential data points, identified missing values and replaced them using various Imputation techniques. As part of the data analysis, segregated the ATM’s depending on the placement of ATM at various locations.
· Extracted ACF-PACF plots from the data to analyse Trend, Seasonality and Randomness.

· Implemented various time series techniques ranging from as simple as Smoothing to complex algorithms like ARIMA and Holt Winters. Created various functions which can give our predictions for the next 7,14,21 days.

Employer: Syngenta                                                                                                                                  May 2017 – Jul 2017
Project: Wheat Yield Forecasting
Role: Data Scientist
Project Description: Objective of this implementation is predicting or forecasting the wheat yield in a certain geographical location using climatic conditions as parameters or features such as monthly precipitation, maximum temperature, minimum temperature, mean temperature and some additional biophysical variables.
Responsibilities:
· Explored and Extracted data from different sources using Hive, prepared data for exploratory analysis using data munging. Created data generator frameworks in Python. 
· Used Python for Exploratory Data Analysis and identified influential data points, identified missing values and replaced them using KNN Imputaion.

· Performed various data dimensionality reduction methods like Backward Feature Elimination, Forward Feature Construction and PCA.

· Implemented Ridge, Lasso regression and Elastic Net Regression to reduce the initial model complexity and handled over fitting of the data. Performed K-Fold Cross Validation sampling technique to train different various models. Encapsulated the model as RESTful Python API which can accept a test record as a json and as an output gave out the prediction(wheat yield for that set of features). This API was deployed on GCP.


Client: Huawei                                                                                                                                           Apr 2015 - Mar 2017
Project: SMS Classification
Role: Data Scientist
Project Description: Objective of this implementation is to develop an application which can organize the SMS inbox by classifying the important and promotional text messages, summarizing the messages and giving smart reminders.
Responsibilities:


· Implemented and provided support for SMS text classification functionality on the data collected from over thousands of users. Was responsible for initial data acquisition, data validation and data cleansing activity.
· Created text vectors from the actual text using advanced vectorization techniques like TF-IDF and Doc2Vec and implemented various text pre-processing and NLP techniques further on the data.
· Developed functions which can do Named Entity Recognition on the text of the message.
· Processing, cleansing, and verifying the integrity of data used for analysis.
· Validating and optimizing data generating queries and triggers.
· Provide analytical support and guidance, scalable to the needs and urgencies of different functional and business stakeholders.
· Interpret data and analyze results using statistical techniques and provide ongoing reports for internal use.


Client: Serco                                                                                                                                        Nov 2012 - Apr 2015
Project: Operational Analytics
Role: Data Analyst
Responsibilities:

· Colleting user generated data, cleansing it and creating in-depth analytical report and creating interactive dashboards of the cleansed data.
· Data analytics on operations data to keep track of TAT for each issue handled but the operations team.
· Involved in writing stored procedures using MySQL.
· Optimized the database queries to improve the performance.
· Designed and developed data management system using MySQL.


Significant Data Science POC Projects:

Project: Well Being Subsidy Expense Audit Automation - POC
Role: Senior Data Scientist
Project Description: The objective of this implementation was to automate the audit of expenses paid for purchasing well-being related products or services by internal employees. The model predicts if the expense claimed by the employee should be approved or should be sent to further review based on the text description of the purchase, vendor information, purpose and payment gateway declared by the employee while claiming the expense amount.
Responsibilities: 
· Extracted data stored as sas files in GCP storage buckets. Transformed the sas files(with extension .sas7bdat) to csv files using sas7bdat library in Python.
· Built frameworks which can execute various text pre-processing & NLP techniques like converting to lower case, removing punctuations and stop-words, converting number to words, removing white spaces and special characters, stemming and lemmatization using nltk library.
· Implemented various data sampling techniques like Random Up-sampling & Down-sampling, Generating synthetic samples and Cluster based Over-sampling using imblearn library in Python to adjust the quantity imbalance between classes. Created feature vectors by converting each text record to a vector embedding using advanced text vectorization techniques like TF-IDF and Doc2Vec using gensim library.
· Extracted the optimal number of features required to be trained by performing various data dimensionality reduction methods like Backward Feature Elimination, Forward Feature Construction and PCA.
· Implemented various advanced ML algorithms like Naïve Bayes, Support Vector Machines, XGBoost, Random Forest and Deep Neural Networks. Performed K-Fold Cross Validation sampling technique to train the data with these algorithms. The model had the capability to classify with 93% accuracy.

Project: Recommending Correlated Functional Specification Documents - POC
Role: Senior Data Scientist
Project Description: Objective of this implementation is to create a system to which, when uploaded a Functional Specification document of an application or software, returns the top ten similar functional spec docs of already developed applications. This functionality aided the developers to replicate certain functionalities which were already seen or developed in prior implementations.
Responsibilities: 
· Extracted functional spec docs from S3 buckets which are stored as .docx or .doc files using python boto library and transformed the documents into plain text using Python readDocx and docx library. Extracted text from important parts for the word document using headings. Applied advanced NER techniques using libraries like spacy, StanfordNERTagger to extract important entities from text.
· Implemented various text pre-processing & NLP techniques like converting to lower case, removing punctuations and stop-words, converting number to words, removing white spaces and special characters, stemming and lemmatization using nltk library. Implemented topic modeling techniques to extract interesting insights from each document using LDA algorithm and generated visualizations on topics using pyLDAvis.
· Built functions to get similarity scores using string matching techniques and measures like Cosine Similarity, FuzzyWuzzy, Levenshtien Distance. Performed feature engineering by creating feature vectors using advanced text vectorization techniques like TF-IDF and Doc2Vec using gensim library. Extracted vector embedding for each document using pre-trained Doc2Vec models and models trained from scratch. 
· Built functions which encapsulated the similarity model as a RESTful Python API using Flask library which was capable of returning 10 most similar documents along with interesting insights about the document in question and the similar documents.
Environment: Python, AWS S3


Membership Card Renewal Prediction & Predicting Frequent Products (Deloitte 3-4 weeks) 
Objective of this implementation is to predict if customers of a retail chain will renew their subscription to the membership card using customers demographics, transaction data aggregated at customer level to get purchase history, subscription history, customer service interaction, survey results, date and timeline features. Other part of the implementation was to gain insights about frequently bought together items which can lead to fruitful recommendations to the customer. This implementation helped reduce customer attrition and enhanced customer experience, thereby increasing sales.


Application Maintenance Tickets Volume Forecasting (Infosys 4-5 weeks)
The objective of this implementation was to analyse the application service tickets logging on weekly basis and build a model that can forecast the volume of tickets that will be raised weekly using Time Series Forecasting Algorithms like ARIMA, ARMA, Holt Winters. This implementation provided intuitive insights to the client leadership to enable effective decision making and organized planning of operations.
 


