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PROFESSIONAL SUMMARY:
· With more than 10+ years of experience in the IT industry, I have successfully delivered highly available business applications to enterprise customers in various roles, including DevOps, Build and Release Management, OpenStack Engineer, System Administration, Support, and Maintenance. Throughout my career, I have developed expertise in working with environments like Red Hat Enterprise Linux and CentOS. My primary focus has been on automating build and deployment processes using DevOps tools on AWS, OpenStack, and Azure Cloud Architectures.
· I have 6+ years of experience in DevOps Engineering and 4 years in Linux Administration and Build and Release Engineer. I am skilled in creating pipelines for automating application deployment into the cloud such as AWS, Azure and OpenStack. This includes working with Jenkins, Git, Maven, CloudFormation, Terraform, Ansible, Docker, AWS, and Azure.
· Cloud implementations using AWS and Azure have been a significant part of my work, involving tasks like code compilation, packaging, debugging, automating, managing, tuning, and deploying code across multiple environments.
· My experience includes configuring Amazon EC2 instances behind load balancers, monitoring their health, deploying instances through command line calls, and troubleshooting common problems.
· I have successfully designed and implemented CI/CD pipelines, ensuring end-to-end automation from code check-in to artifact deployment.
· Alongside these capabilities, I have also gained experience in Azure-related technologies. This includes managing Azure resources using Azure Resource Manager (ARM) templates, deploying, and managing Azure Virtual Machines (VMs), configuring Azure networking services such as Virtual Networks and Network Security Groups (NSGs), and utilizing Azure Storage for data management.
· Proficient in Monitoring technologies like Dynatrace and Splunk, experienced with container orchestration platforms like Kubernetes, as well as AWS and Azure. Well-versed in utilizing container observability and logging tools within the Kubernetes ecosystem, such as Prometheus, Grafana, and Fluentd.
· Good knowledge in Azure DevOps and Azure Pipelines, enabling the implementation of efficient CI/CD workflows for Azure-based applications and infrastructure.
· In terms of infrastructure, I have set up and built various AWS resources, including VPC, EC2, RDS, S3, IAM, EBS, Security Group, Auto Scaling, SES, SNS, and RDS, using CloudFormation JSON templates.
· I have a comprehensive background in the DevOps domain, which includes improving the Continuous Delivery process and managing infrastructure changes using various tools such as Chef, Ansible, Kubernetes, and Docker. Additionally, I have hands-on experience with GIT and Jenkins for code deployment purposes.
· I am proficient in administrating Continuous Integration (CI) tools like Jenkins, including setting up product level builds and running integration, box, and system tests.
· Extensive experience in creating and managing repositories on GitHub and Bitbucket, including initializing repositories, branching, merging, and resolving conflicts. 
· Skilled in configuring and managing Git hooks and webhooks to automate actions and trigger build processes based on repository events.
· I have extensive experience in creating infrastructure as code using Terraform, defining infrastructure components, modules, and dependencies to establish complete environments.
· Additionally, I have automated the deployment and management of infrastructure using Terraform, creating and maintaining Terraform templates for provisioning servers, databases, and networking resources.
· My experience includes managing Kubernetes using Helm charts, creating reproducible builds, template Kubernetes manifests, and customizing deployments and releases of Helm packages.
· I have developed a CI/CD system with Jenkins on Kubernetes container environments, utilizing Kubernetes and Docker for the runtime environment to build, test, and deploy.
· Responsibilities have included creating Docker images, deploying them to Kubernetes clusters, and ensuring their smooth operation.
· ELB setup, Docker containerization, security implementation, and working with Ansible, Puppet, and Chef are some other areas where I have gained expertise.
· I have also been involved in replicating petabytes of s3 data using cross account replication and have worked with various scripting languages like Bash, PowerShell, and Python for automation purposes.
· Additionally, I have experience with relational and NoSQL databases such as MySQL, SQL Server, PostgreSQL, DynamoDB, and HiveDB.
· Throughout my career, I have worked closely with project management and development teams, ensuring comprehensive testing through automation and manual tests.
· I possess excellent analytical and communication skills, adaptability, and a strong drive to learn and solve complex technical problems.
· Familiarity with SDLC practices and Agile Methodology is also part of my skill set.

EDUCATION:
· Bachelor of Technology from Osmania University, Telangana India.
· Master of Science from Texas A&M University Kingsville, Texas USA

TECHNICALSKILLS:
	AWS Services
	RDS, EC2, VPC, IAM, Cloud Formation, EBS, S3, ELB, Auto Scaling, Cloud Trial, SQS, SNS, SWF, Cloud Watch.

	Azure Services
	App Services, Key vault, function app, Blob storage, Azure Active Directory (Azure AD), Service Bus, Azure Container Registry (ACR) and Azure Kubernetes service (AKS), Azure SQL, Azure Cosmos DB.

	Artifactory
	Jfrog and Nexus

	Web Servers
	Nginx, Httpd

	CI/CD
	Jenkins, Code Pipelines and Azure Pipelines

	Operating Systems
	Linux, UNIX. Microsoft Windows server XP/ 2003

	Tracking Tools
	Jira, Rally and Azure Boards

	Code Scanning
	Sonar Qube, Jfrog X ray

	Infrastructure 
	Terraform, Cloud Formation, ARM 

	Databases
	RDS, My SQL DB, DynamoDB.

	Logging
	Cloud Watch, Cloud Trail, Azure App Insights, Azure Monitor

	Configuration & Automation Tools
	Ansible, Chef.

	Container Platforms
	Docker, Kubernetes, Helm.

	Monitoring Tools
	Dynatrace, Splunk, Ganglia, Hive, Grafana, Prometheus

	Languages
	Shell scripting, Python, PowerShell, Yaml and Json

	Documentation
	Confluence

	Version Control Tools
	Git, Bit bucket, Azure Repos.




CERTIFICATIONS:
· AWS Certified Solution Architect – Associate
· Microsoft Azure Solution Architect 304
· Microsoft Azure Administrator Associate 104
· AWS Certified Developer - Associate
· MCA100 - Mirantis Certified OpenStack Administrator
WORKING EXPERIENCE:
Client: GE Vernova – Atlanta, GA						Aug 2021 – Till Date
Role: (Cloud) DevOps Engineer

Responsibilities:

· Effectively managed multiple AWS accounts with diverse VPCs for both production and non-production environments, focusing on automation, integration, and cost control.
· Implemented Managing Temporary Elevated Access to our various aws accounts using saml as Identity Provider.
· Leveraged and Implemented AWS EIC Endpoint connect feature which allows us to connect securely to our instances from the internet there by eliminating the need of IGW and Bastion Host.
· Implemented Terraform modules for deploying applications across multiple AWS accounts.
· Managed users and groups using Amazon Identity and Access Management, performing automation deployments on AWS, and integrating Jenkins with AWS for EC2’s and EMR’s creation.
· Implemented full CI/CD pipelines to ensure thorough testing and adherence to software lifecycle standards before production deployment.
· Architected and implemented Compaction application in our AWS DevOps environment, leveraging services such as AWS Lambda, AWS API Gateway, AWS Aurora, AWS S3, and AWS CloudFormation.
· Employed AWS Aurora mysql for efficient and reliable data storage, allowing for quick retrieval and updates of Ingestion data.
· Written bash scripts for installation and configuration of Dynatrace agents to Dynatrace server in all our EC2’s and EMR’s across all our AWS accounts.
· Experience in Hadoop cluster management whereby checking the number of applications running in Hadoop cluster and its status through Hadoop UI and analyzing total number of core nodes available, CPU and memory usage.
· Experience in checking the number of shards running in our ingestion environment through Spark UI, Total Delay and number of active batches currently running in the environment along with its latency.
· Created Load Balancer for distributing the load across our Four Timeseries EMR clusters and used Hive to check the number of applications running on each of the cluster and its completion status.
· Configured Ganglia on our Timeseries clusters to monitor load average, CPU and memory of master and core nodes.
· Designed, deployed, and maintained application servers on AWS infrastructure, utilizing services such as AWS EC2, VPC, Lambda, Route53, SQS, IAM, CloudFront, RDS, and AWS CloudFormation
· Implemented CloudWatch alarms to monitor sudden increases in AWS resource costs and regularly analyzed billing reports from the dashboard.
· Focused on cost optimization across AWS accounts by leveraging services like Trusted Advisor, Cost Explorer, and Cloud Check to reduce costs associated with EC2, RDS, S3, EBS volumes, EMR, Elastic search, and Lambda.
· Demonstrated expertise in using Terraform alongside Packer to create custom machine images and automated software installations post-infrastructure provisioning.
· Worked on troubleshooting issues related to Airflow and Genie services and helped Analytics team in running their child and subscription analytics and Post Processor Application.
· Monitored and optimized the performance of AWS EC2’s Instances and EMR clusters by analyzing CPU usage, memory usage, and network traffic through Dynatrace to meet workload demands.
· Configured Splunk for log ingestion, parsing, and visualization, enabling effective monitoring and analysis of system logs and application metrics within the AWS environment.
· Worked as Team Lead in handling MnD Cases for our Power DataFabric Applications their by resolving them in timely manner.
· Created a process on how to handle our applications P1 issues for our team and helped them in capturing details for RCA.
· Created Splunk alerts for Ingestion degradation, Timeseries query failures, Airflow and Genie Unknown host issues etc.

Client: AT&T – Atlanta, GA							Nov 2020 – Aug 2021
Role: Cloud Engineer

Responsibilities:

· Facilitate between Application team and SDS (Software Delivery Services) team to drive the on-prem applications towards modernization path.
· Created Azure vm’s, virtual networks, security groups and storage through arm templates.
· Involved in ADS and MRB review calls to make sure the assessment team is following the standard procedures/process set by the Modernization team.  
· Created a script to automate the installation of connect direct secure plus software on Azure vm’s.
· Worked on creating contributor roles and admin roles in Azure subscriptions for execution teams so they can work on migrating the application.
· Created service principals and service connections which will be used by Azure hosted agents to connect to application subscriptions and create azure resources through DevOps pipeline.
· Part of fire drill team completed gathering of pre-requisites items for 70applications in one week which were selected for modernization and migration to azure.
· Helped other teams in troubleshooting connect direct installation and other connectivity issues.
· As part of FastTrack process created interface impacted tables and suggested to use encrypted protocols and to update/upgrade current technologies as per AT&T standards for assigned applications.  

Client: GE Power & Baker Hughes – Atlanta, GA				Apr 2018 – Nov 2020
Role: AWS DevOps Engineer

Responsibilities:

· Discuss business solutions with General Electric company Business Analysts, Data scientist and program manager to come up with infrastructure solutions for project requirements.
· Successfully replicated petabytes of data from s3 buckets in one account to s3 buckets in another account in different region by using aws s3 replication private feature.
· Created a cross account deployment of spring pet clinic application using AWS Code Suite (CodeBuild, CodeDeploy and CodePipeline).
· Created a Jenkins jobs which should create s3 buckets, apply policies, apply versioning, and replicate data between 4 different AWS accounts in two different regions. 
· Worked with TEDS team to automate their application deployment on AWS by creating a CI/CD pipeline using propel.
· Successfully installed XL release application on AWS EC2 servers and configured it with LDAP for user authorization and authentication.
· Installed and configured ibi application on 30+ servers along with security application wazuh. Also installed Splunk forwarder for routing logs to Splunk.
· Automated Grid Analytics Datafabric components by writing ansible playbooks and executing them using Jenkins on remote servers.
· Installed and configured Docker and Kubernetes cluster on multi node environment.
· Created namespaces, pv’s and pvc’s in Kubernetes for security components as well as for application components such as spark, nifi, kibana etc.
· Created helm charts for Kubernetes pods deployment on EC2 instances.
· Helped Gov Cloud team by creating Jenkins files and scripts for automatic deployment of their application on gov cloud servers.
· Worked on Docker by creating docker images and launching containers using those images.
· Created an end-to-end Datafabric application deployment zip file and script for Airgap environment for our customer.
· Using AWS systems manager and Jenkins deployed wise.io application on our production servers.
· Created a script to rotate logs on all ec2 instances in AWS account.

Client: GE – Roanoke, VA					            	Oct 2017 – Feb 2018
Role: OpenStack Engineer

Responsibilities:

· Building Simplex (Controller-0) Dell Power EDGE R430 servers from Bare Metal. Which includes setting up BIOS, Booting the server with Wind River Titanium ISO image, applying latest patches, configuring, and deploying OpenStack onto it.
· Worked on testing import and export tools provided by the Wind River for OpenStack Deployment.
· Have written around 50 plus test case scenarios to validate import and export tools.
· Built HA servers (It includes both Controller-0 and Controller-1) from Bare Metal.
· Tested Round Robin test case scenario on HA servers.
· Modified JSON file used for Continuous Integration Testing to make it available for Automation.
· Written a test document, which includes detailed step-by-step process for building an EDGE server from Bare Metal, testing the import/export tools and validating the OpenStack environment.
· Attending daily scrum to discuss about the issues/blockers we have and help each other to reach the target.

Client: Fidelity Investments – Westlake, TX                                    		Sept 2016 – Sept 2017
Role: Cloud Engineer

Responsibilities:

· Build automation for ECS applications and services to facilitate their private and/or public cloud deployment.
· Automated the Access Central Requests of Fidelity’s Internal application “myaccess” which will take anywhere between 4-5 days to approve and create it to less than 5 minutes by writing Python scripts and calling the soap api.
· Written cloud formation templates for automating the creation of AWS services.
· Written python scripts to authenticate from on prem (internal cloud) to external AWS cloud using SAML federated api and Boto3 to deploy cloud formation templates on to AWS cloud. 
· Developed a build pipeline which includes Jenkins, Stash and Nexus for our team to test out their automation scripts.
· Automated Group mailbox ACR creation by writing a Python script and running it through a Jenkins job which will create Group mailbox.
· As part of Tiger team actively participated in automation of AWS account creation pipeline which includes different teams collaborating with each other to include all the necessary BU steps that are needed as part of AWS account creation and hand it over to end customer. 
· Managed the team's source repository through Stash (Bitbucket) and continuous integration system using Jenkins.
· Scripting in multiple languages on Linux and Windows using PowerShell, Shell and Python scripts.
· Experience with Ansible, configured slaves and written playbooks to install and configure Apache, Tomcat and JDK.
· Created a Jenkins Job to gather data from AWS accounts (Get all the list of roles and attached policies) and send the data every day to my superior for audit purpose.
· Have exposure on Evidentio, Dome9 and Cloud Custodian tools which are used for logging and monitoring. 
· Created a Jenkins Job for getting the list of all untagged instances from AWS account and send it to IAM Team for validation.
· Worked on Active Directory to query ldap using python script, running a Jenkins job to get the AD groups list and its associated members for Audit Purpose.

Client: AT&T – Dallas TX							          	Apr 2016 – Sept 2016
Role: OpenStack Test Engineer

Responsibilities:
· Deploying OpenStack Kilo version on the multinode mode using Mirantis Fuel. Integrated Contrail as SDN controller in OpenStack environment.
· Experience in Developing Test Strategy, Test Plans, Testing Process, Test requirements.
· Used OpenStack to simulate the test case to test virtual machines. Created virtual network in OpenStack for testing virtual machines.
· Test environment setup from the scratch includes test bed setup with Mirantis OpenStack and Contrail networking devices. 
· Involved in mobility core vNF’s in designing and developing network architecture and testing.
· Good understanding of High-Availability (HA), Cluster architectures, deployments &                          experienced in HA solutions.
· Run the Data Plane testing on the contrail and OpenStack components. Involved in performance testing of components like Jumbo Frames, Service chaining DPDK and SR-IOV.
· Running test cases for HA-Proxy setup of the contrail nodes using Perfkit Benchmarker tool. 
· Performed a comparison test for dpdk enabled vRouter vs kernel vRouter.
· Configuration of virtual Networks on the Contrail web-UI. Identify the defects and report it to the concerned internal teams.

Client: MedSynergies – Irving, TX	 					Sept 2013 – Aug 2014
Role: Cloud Engineer 

Responsibilities: 

· Deploying the OpenStack components on multinode with High availability environment.
· Configure and manage Ceph and Gluster as a Back End for Cinder.
· Manage and troubleshoot the Neutron Networking service.
· Ability to Install, configure, and test Open stack environment (Nova, Swift, Cinder, Neutron, Horizon, Keystone & Glance) 
· Experienced in supporting large-scale multi-tenant infrastructure level services.
· Good understanding of High-Availability (HA), Cluster architectures, deployments & Experienced in HA solutions. 
· Manage and troubleshoot the Nova Compute and Controller Services.
· Gathering requirements from project teams to and implementation primarily on the F5 load balancer devices both LTM/GTM for configurations on the devices. 
· Experience in provisioning and optimizing of compute, network, and storage services with OpenStack through dashboard, command-line and API utilities.
· Experience in using Amazon Cloud Formation.
· Deployed multiple VMs to distribute workloads using Load Balance as a Service.
· Creation of VM, snapshot, template and use them based on the requirement.
· Configured Elastic Load Balancers with EC2 Auto Scaling groups.
· Have done Chef Cookbook testing using Test Kitchen. 
· knowledge on Chef Roles in Chef Management Console. 
· Used Jenkins and Hudson for CI and CD.

Client: Cigna - Bloomfield, CT						          Jun 2012 - Aug 2013
Role: VMware Administrator
Responsibilities:

· Involved in installing/configuring and troubleshooting VMware Lab Manager and administrating multiple labs in Lab Manager and dealing with Lab Manager Issues.
· Assisting in planning and implementation of virtual environment.
· Created a procedure for the P2V migration. Analyze servers to be virtualized or migrated.
· Used VMware vCenter, created Datacenter Environment by creating VMware clusters, adding ESX hosts in the clusters, and implemented HA and DRS.
· Performed physical to virtual (P2V) migrations for approximately 500 physical servers utilizing VMware Converter.
· Administrating multiple labs in VMware Lab Manager.
· Troubleshooting & testing of VDI instances. 
· Specification Deployment of VM Templates to deploy virtual servers.
· Created Mailbox for new employees and managed user mailbox space.
· Migrated 200+ printers from Windows 2003 to Windows 2008 R2. 
· Troubleshoot problems with active directory users and computer and joined computers with correct naming sequence.
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