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[bookmark: PROFESSIONAL SUMMARY] PROFESSIONAL SUMMARY	
· Over 14 years of experience as a Lead Site Reliability Engineer (SRE) specializing in cloud-native technologies, Kubernetes, and microservices architecture. Proven expertise in designing and maintaining scalable, high-performing infrastructures on GCP, AWS, OpenShift and Azure. Skilled in leveraging Kubernetes, Terraform, Docker and CI/CD tools to ensure system resilience, efficiency, and operational excellence. Passionate about automating workflows, optimizing system performance, and implementing SRE best practices to reduce downtime and improve reliability.
· Implemented observability frameworks using Prometheus, Grafana, Dynatrace and ELK, reducing mean time to resolution (MTTR) by 50% through proactive monitoring and alerting.
· Managed multi-cloud environments (AWS, GCP, Azure) focusing on cost optimization, achieving 20% cost savings through resource optimization and auto-scaling strategies.
· Spearheaded the adoption of GitOps using ArgoCD, streamlining application deployments and ensuring consistency across dev, staging, and prod environments.
· Developed and deployed auto-scaling solutions for essential microservices leveraging Kubernetes, enhancing system reliability and performance during high traffic periods(HPA).
· Designed and implemented CI/CD pipelines using GitHub Actions and Jenkins, automating application builds, tests, and deployments, resulting in a 30% reduction in manual effort.
· Extensive experience with Amazon Web Services (AWS): EC2, S3, IAM, Lambda, VPC, Subnets, routers, gateways Elastic Load Balancers, ECS, Fargate and Karpente.
· Expertise in Google Cloud Platform (GCP) services: Compute Engine, App Engine, IAM, Cloud Storage, VPC, Load Balancers, and Cloud SQL.
· Extensive experience with Azure Services (AZURE): Virtual Machines, App Services, Azure Functions, Azure Storage, IAM, Virtual Network, Firewall & NSGs, Azure Load Balancer, and Azure Cloud SQL.
· Orchestrated containerized workloads using Kubernetes (EKS, AKS, GKE, OpenShift k8s), including cluster setup, scaling, and management, ensuring high availability and fault tolerance.
· Mentored a team of 5 engineers, fostering a culture of collaboration and continuous improvement, resulting in a 15% increase in team productivity.
· Led the migration of monolithic applications to microservices architecture using Kubernetes and Docker, reducing deployment time by 40% and improving system scalability.
· Design end-to-end Grafana solutions for metrics, logs, traces, and dashboards, ensuring scalability, security, and compliance.
· Set up Disaster recovery sites single-handedly and proving the sites’ availability, periodically.
· Design and implement SRE principles to enhance system reliability, scalability, and performance.
· Partner with Product Engineering and Business teams to develop and implement sound operational strategies.
· Extensive experience on Web applications using Java, J2EE, Spring Boot.
· Working with engineering specifications and drawings, proposing design modifications to improve reliability within cost and other performance requirements.
· Created and modified multiple Python, Bash, Ruby and Shell Scripts for various application-level tasks.
· Maintain, enforce, and provide input on processes to ensure infrastructure is maintained to be fault-tolerant, scalable, and reusable.
· Hands-on experience with REDHAT OpenShift Container Platform expertise with Kubernetes.
· Architected and deployed scalable and secure infrastructure on Google Cloud Platform (GCP) using Terraform for IaC.

· Experience in infrastructure provisioning and configuration management using chef and Terraform.
· Implemented monitoring and logging solutions using Prometheus, Grafana, Splunk, Dynatrace, New Relic and ELK to ensure application performance and reliability.
· Design and implement observability frameworks for monitoring and analyzing distributed infrastructure stacks, ensuring enhanced visibility, performance optimization, and proactive issue resolution.
· Expertise on upgradation / patching major/minor versions of OpenShift/Kubernetes.
· Hands-on experience in GitHub Actions workflow.
· Having experience in Static Application Security Testing (SAST).
· Having experience in Aqua Sec application for image scanning.
· Hands-on experience on open policy agent(OPA).
· Conduct continuous monitoring, compliance enforcement, and risk assessments to mitigate vulnerabilities and enhance cloud security posture.
· Manage incident response, root cause analysis (RCA), and performance tuning.
· Hands-on experience in PaaS (OpenShift / Kubernetes).
· Hands-on experience in Azure Devops , AKE and RedHat OpenShift Container Platform.
· Design and optimize CI/CD pipelines using GitHub Actions.
· Monitor and troubleshoot workflow execution failures.
· Configure and maintain GitHub Actions runners, in self-hosted runners.
· Developed CI/CD pipelines using Github Actions to automate application builds, tests, and deployments.
· Hands-on experience working with SLO and Error budget, understanding of SLA/SLI/SLO.
· Optimize observability strategies in public cloud environments.
· Managed cloud migrations from on-premises infrastructure to GCP, Azure, and Kubernetes environments.
· Implemented and managed Kubernetes clusters on GCP's GKE to orchestrate containerized applications, ensuring high availability and reliability.
· Hands-on experience in migrating monolithic application to container-based applications.
· Hands-on experience in deploying and managing microservices architecture using Linux, containerization, and orchestration tools (Docker, Podman, Kubernetes, OpenShift).
· Experienced in CI/CD pipelines and automation tools like Ansible.
· Designed and enforced IAM policies and roles to secure GCP resources and manage access control.
· Experience in developing and implementing infrastructure as code, automated provisioning and configuring using Terraform and Ansible.
· Hands-on experience in migrating applications from private cloud infrastructures to public cloud environments.
· Managed Kubernetes clusters on-premises and in the cloud, optimizing resource allocation and scaling strategies using Rancher.
· Experience in production support for cloud infrastructure and applications, ensuring zero downtime and quick resolution of issues.
· Oversee on-call rotations and incident management to ensure quick and effective resolution of issues.
· Promote operational best practices and establish scalable processes for system reliability and performance.
· Mentor and develop team members to foster a collaborative and high-performing environment.
· Hands-on experience in deploying and managing microservices architecture using Docker and Kubernetes, enhancing application modularity and scalability.
· Collaborate with development teams to implement containerized applications and migrate legacy applications to Kubernetes.
· Develop Helm charts to standardize application deployments and configurations across multiple environments.
· Implement network policies and security groups in Kubernetes to isolate and protect applications and services.
· Hands-on experience on web servers (Nginx, Apache) and application servers (JBoss, Tomcat) to support application deployment and maintenance.ad
· Experienced in system monitoring activities and provided 24/7 support from offshore and client locations.
· Deployed manifests, Helm and Kustomize packages in Kubernetes using ArgoCD.
· Experience in hashicorp Vault, consul and Apigee.
· Interacted effectively with clients to understand their requirements and provide optimal solutions and support.
· Implemented Kyverno policies in k8s cluster.
· Hands-on experience in producing documentation and training material for other teams.
· Knowledge on kafka and zooKeeper.

[bookmark: Key Achievements]Key Achievements	

· Reduced system downtime by 50% through proactive monitoring and observability frameworks.
· Achieved 30% cost savings by optimizing cloud resources and implementing auto-scaling strategies.
· Improved deployment efficiency by 40% through CI/CD pipeline automation.
· Mentored and upskilled a team of 5 engineers, increasing team productivity by 15%.



[bookmark: TECHNICAL SKILLS]TECHNICAL SKILLS	

	Cloud Platforms
	AWS, GCP, Azure, Private Cloud

	Security
	RBAC, OPA, Kyverno, Aqua Sec, SAST, HashiCorp Vault

	Scripting & Languages
	Python, Bash, Go, YAML, JSON, Groovy

	Monitoring & Logging
	Prometheus, Grafana, Dynatrace, Splunk, ELK Stack, New Relic, Datadog, EFK

	Version Control Tools
	GIT, GitLab, GITHUB.

	CICD Tools
	Jenkins, GitHub Actions, ArgoCD, GitLab CI/CD, Terraform, Ansible.

	Containerization
	Kubernetes (EKS, AKS, GKE), Docker, OpenShift, Helm, Kustomize, Istio, Kyverno.

	Middleware & Servers
	JBoss, Tomcat, Apache, Nginx

	Databases
	MySQL, PostgreSQL, Oracle, HANA

	Other Tools
	Kafka, Zookeeper, Terraform, Ansible, GitHub, GitLab, Azure DevOps.


 Certifications:	

· Certified Kubernetes Application Developer (CKAD).
· Certified Google Cloud Engineer.
· Certified Terraform Associate.
Education Qualification:	
· B.E. in Electronics and Communication Engineering from Anna University, Chennai

Project Profile	
SAP | India | Sep 2016 – Present.
Role: Senior Devops/ Lead Site Reliability Engineer
Description:

· SuccessFactors Learning Management System provides organizations with a comprehensive system for managing and deploying learning – both within and between organizations. With SuccessFactors Learning, organizations can develop and deploy a comprehensive global learning strategy.
SuccessFactors Learning is designed to facilitate tracking of the comprehensive range of information organizations need to

manage learning programs effectively. SuccessFactors Learning enables its administrators to make informed decisions about their user population, learning assignments, learning completions, scheduling, and resources.

[bookmark: Responsibilities:]Responsibilities:
· Hands-on experience in migrating applications from private cloud infrastructures to public cloud environments.
· Led the migration of monolithic applications to microservices architecture using Kubernetes and Docker, reducing deployment time by 40% and improving system scalability.
· Designed and implemented CI/CD pipelines using GitHub Actions and Jenkins, automating application builds, tests, and deployments, resulting in a 30% reduction in manual effort.
· Managed multi-cloud environments (AWS, GCP, Azure) with a focus on cost optimization, achieving 20% cost savings through resource optimization and auto-scaling strategies.
· Implemented observability frameworks using Prometheus, Grafana, and ELK, reducing mean time to resolution (MTTR) by 50% through proactive monitoring and alerting.
· Spearheaded the adoption of GitOps using ArgoCD, streamlining application deployments and ensuring consistency across dev, staging, and prod environments.
· Mentored a team of 5 engineers, fostering a culture of collaboration and continuous improvement, resulting in a 15% increase in team productivity.
· Automated infrastructure provisioning using Terraform and Ansible, reducing deployment time by 25% and ensuring consistency across environments.
· Migrated on-premises workloads to AWS, leveraging EC2, S3, and RDS, resulting in 30% cost savings and improved scalability.
· Implemented ELK stack for centralized logging and monitoring, improving troubleshooting efficiency and reducing downtime by 20%.
· Collaborated with development teams to containerize applications using Docker and orchestrate them with Kubernetes, enhancing application modularity and scalability.
· Automated CI/CD pipelines using Jenkins and GitLab, reducing deployment cycles from 2 hours to 15 minutes.
· Implemented RBAC and network policies in Kubernetes clusters, enhancing security and compliance with industry standards.
· Monitored system performance using Prometheus and Grafana, identifying and resolving bottlenecks to ensure 99.9% uptime.
· Hands-on experience in migrating monolithic application to container-based application.
· Configuration and monitoring of alerts, metrics, and customization of dashboard to meet customer’s
· Leveraged GCP cloud services such as Compute Engine, auto-scaling and VPC to build secure, highly scalable, and flexible systems that handled expected and unexpected load bursts.
· Installation and configuration of both docker and k8s; creation, and deployment of custom docker container for Elastic Beanstalk update environment with customized build.
· Configured and maintained an AWS Virtual Private Cloud (VPC), Public and Private Subnets, NACL's, Route Tables, Elastic Load Balancer, Security Groups and EC2 instances.
· Played a key role in migrating on-premises data processes to AWS Glue, resulting in improved scalability and cost efficiency.
· Played a key role in the migration of on-premises systems to AWS, resulting in cost savings of $X per year.
· Administer and optimize Azure Databricks clusters to ensure high performance, reliability, and scalability.
· Collaborate with data engineers, data scientists, and business analysts to understand and address their requirements for data processing and analytics.
· Implement security measures, including access controls, encryption, and auditing, to ensure compliance with data governance policies.
· Utilized AWS SDKs to automate routine tasks, reducing manual effort and improving overall system efficiency.
· Implemented robust error handling mechanisms and performance optimizations for API integrations.
· Conducted training sessions for team members to enhance their proficiency in AWS Connect and related technologies.
· Led the design and implementation of ETL workflows using AWS Glue, resulting in a improvement in data processing speed.
· Had Hands-on Experience in using AWS Resources such as EC2, S3, EMR, VPC, EBS, dynamo DB, Code Build, Code Deploy, Code Commit, Elastic Beanstalk, AMI, SNS, RDS, Cloud Watch, Route53, SQS, IOT, Cloud Front (CDN), Auto scaling, Security Groups, and Cloud Formation.
· Building/Maintaining Docker container clusters managed by Kubernetes Linux, Bash, GIT, Docker, on AWS cloud.

Automated the CIS Standards for defending IT systems and data against cyberattacks Docker installations.
· Utilized Kubernetes and Docker for the runtime environment of the CI/CD system to build, test deploy.
· Experience in infrastructure as a code automation and configuration management of VMs on Azure, AWS and VMware using Terraform, Azure ARM and Cloud Formation.
· Automated the creation of EKS clusters, worker nodes, and related resources using Terraform modules.
· Used Jenkins pipelines to drive all micro services builds out to the Docker registry and then deployed to Kubernetes, Created Pods and managed using Kubernetes.
· Automated various infrastructure activities like continuous deployments, server setup, stack monitoring using Ansible playbooks and integrated Ansible with Jenkins.
· Worked on Azure Fabric, Microservices, IoT & Docker containers in Azure and involved in setting up Terraform continuous build integration system. Used Azure Internal Load Balancer to provide high availability for IaaS VMs & PaaS role instances
· Creating scripts in Groovy which integrate with Jenkins for Automation to create seed jobs.
· Worked with application teams closely to understand their process for automating their Apps to New Pipeline using GITHUB, Jenkins, Nexus, Ansible Tower.
· Utilized git forking workflow with feature branches and pull requests for Terraform Git Ops. Terraform plan/apply jobs run within Jenkins pipelines for pre-prod and production AWS environments.
· Worked with Terraform for automating VPC's, ELB's, security group's, SQS queues, S3 buckets, and continuing to replace the rest of our infrastructure.
· Designed and Implemented CI & CD Pipelines using Git, Jenkins, Maven, ECR and EKS from scratch achieving the end-to- end automation from code check into deploying docker images to EKS clusters.
· Responsible in handling build and release, code base lines, code merges and handling merge conflicts, Branch and Label Creation in GIT and Interfaced between Development and Infrastructure
· Installation, and configuration of various Linux based Web Servers (Apache, Nginx, and Tomcat) and full management of clustered Linux servers (Ubuntu, Centos, and Red Hat Enterprise 7).
· Worked on setting up installation, configuration, and image creation of docker containers, and orchestration using Kubernetes. Good understanding of OpenShift platform in managing Docker containers and Kubernetes Clusters.
· Incorporated creating inventory, planning employment and job templates utilizing Ansible Tower.
· Used monitoring tools (AppDynamics, SPLUNK) to monitor, alert and report the health of system and software components for both local and cloud data centers.
· Created Alerts (Warning/Critical) based on the threshold values and alert the support personnel on unusual activities or when critical events occurred.
· Deployed Monitoring agents into applications based upon their requirements, AppDynamics for monitoring applications health, installed and configured Splunk universal forwarders on EC2 hosts.
· Grasp the Technical aspects from High level to create Deployment plans, Contingency Plans, and which direction to go if they hit a snag.
· Provided 24 x7 on-call support in debugging and fixing issues related to Linux in Cloud Environment using Amazon Web Services (AWS).
· Worked in container-based technologies like Dockers, Kubernetes.
· Experience in Deploying with Tomcat, Web Server, Jboss.
· Experience setting up AppDynamics agents on the servers and installing the AppDynamics receiver Server.
· Experience setting up Argocd, vault and consul Application.
· Good interaction with developers, managers, and team members to coordinate job tasks and strong commitment to work.
· Having experience in Static Application Security Testing (SAST).
· Having experience in Aqua Sec application for image scanning.
· Hands-on experience on open policy agent(OPA).
· Used Kubernetes to manage containerized applications using its node, Config Maps, selector, services, and deployed application container as Pods.
Environment: Java/J2EE, i.e., Core Java, Collection framework, Spring boot, Git, Gitlab, GCP, Kubernetes, Grafana, Tomcat, Kafka and shell Scripts, json, UNIX, Go, GitHub, Dynatrace, Azure, ELK, Postgres, GKE, YAML, Jenkins.




Yodlee | India | Dec-14 to Aug-16.
Role: Devops Engineer/ Senior Site Reliability Engineer

[bookmark: Description:]Description:
· Yodlee Personal Finance TM is an online banking solution that gives consumers valuable insights into their financial behavior, activities, and goals. The application helps consumers organize their finances by tracking transactions, reviewing expenditures, creating savings goals, and creating budgets.
Hosted on the patented Yodlee platform, Yodlee Personal Finance is an online banking Solution that helps consumers take control of their finances. Consumers can track Transactions, review expenditures, set budgets, set financial goals, see bill
reminders and see changes in their net worth. Yodlee Personal Finance is supported by Yodlee Customer Care™ for account/consumer servicing.


[bookmark: Responsibilities: (1)]Responsibilities:
· Perform root cause analysis of production impacting issues, including opening problem cases with vendors, and driving them to conclusion.
· Maintaining and bug-fixing existing applications and infrastructure
· Solid understanding and Experience in cloud computing-based services architecture, technical design and implementations including IaaS, PaaS, and SaaS.
· Document cloud architecture design & analysis work, including project postmortem & metric collection.
· Providing Hands-on technical sessions with clients on new technologies in GCP or its Implementation.
· Assist development team in migrating data from one environment to another.
· Working experience on User management, disk quota and Job Scheduling using Crontab, at jobs.
· Experience with container-based deployments using Docker, working with Docker images, Docker Hub, and Kubernetes.
· Having experience setting up ELK stack (Elasticsearch, Logstash, Kibana,App Dynamics).
· Install, configure, and maintain ELK stack systems.
· Leveraged GCP cloud services such as Compute Engine, auto-scaling and VPC to build secure, highly scalable, and flexible systems that handled expected and unexpected load bursts.
· Installation and configuration of both docker and k8s; creation, and deployment of custom docker container for Elastic Beanstalk update environment with customized build.
· Configured and maintained an AWS Virtual Private Cloud (VPC), Public and Private Subnets, NACL's, Route Tables, Elastic Load Balancer, Security Groups and EC2 instances.
· Played a key role in migrating on-premises data processes to AWS Glue, resulting in improved scalability and cost efficiency.
· Played a key role in the migration of on-premises systems to AWS, resulting in cost savings of $X per year.
· Administer and optimize Azure Databricks clusters to ensure high performance, reliability, and scalability.
· Collaborate with data engineers, data scientists, and business analysts to understand and address their requirements for data processing and analytics.
· Implement security measures, including access controls, encryption, and auditing, to ensure compliance with data governance policies.
· Utilized AWS SDKs to automate routine tasks, reducing manual effort and improving overall system efficiency.
· Implemented robust error handling mechanisms and performance optimizations for API integrations.
· Conducted training sessions for team members to enhance their proficiency in AWS Connect and related technologies.
· Led the design and implementation of ETL workflows using AWS Glue, resulting in a improvement in data processing

Alti Source | India | Aug’13 to Dec’14.
Role: Devops Engineer/ Site Reliability Engineer

[bookmark: Description: (1)]Description:
· LRM is an application that is regulated according to US Govt's Home Affordable Modification Program (HAMP) and is designed to help financially struggling homeowners avoid foreclosure by modifying loans to a level that is affordable for borrowers now and sustainable over the long term. The program provides clear and consistent loan modification guidelines that the entire mortgage industry can use. The Home Affordable Modification Program includes incentives for borrowers, servicers and investors. It also includes Ocwen's owned waterfall model when HAMP program is not feasible for a borrower. It provides numerous modification output that borrower can afford to repay his loan.

[bookmark: Responsibilities: (2)]Responsibilities:

· Perform root cause analysis of production impacting issues, including opening problem cases with vendors, and driving them to conclusion.
· Maintaining and bug-fixing existing applications and infrastructure
· Solid understanding and Experience in cloud computing-based services architecture, technical design and implementations including IaaS, PaaS, and SaaS
· Document cloud architecture design & analysis work, including project postmortem & metric collection.
· Providing Hands-on technical sessions with clients on new technologies in GCP or its Implementation.
· Assist development team in migrating data from one environment to another.
· Working experience on User management, disk quota and Job Scheduling using Crontab, at jobs.
· Experience with container-based deployments using Docker, working with Docker images, Docker Hub, and Kubernetes.
· Having experience setting up ELK stack (Elasticsearch, Logstash, Kibana).
· Install, configure, and maintain ELK stack systems.
· Experience in deploying to Service Fabric Clusters through Azure DevOps.
· Experience setting up Application Insights for various Azure and GCP resources.
· Experience creating various resource groups along with storage accounts and Key vault.
· Improve JIRA security. Set access permissions for JIRA projects and Confluence spaces.
· Work with JIRA filters, reporting, dashboards, workflows, fields, and JIRA administration.
· Creating, validating, and reviewing solutions and effort estimate for migration to the Azure Cloud environment conducting proof of concept for latest Azure cloud-based services.
· Automated infrastructure provisioning on Azure using Terraform.
· Setting of Identity and Access Management (IAM) and Role Based Access Control issues.
· Configuration and troubleshooting of application performance issues such as memory, servers, CPU, Docker, Databases.
· Hands-on experience in migrating applications from private cloud infrastructures to public cloud environments.
· Hands-on experience in migrating monolithic application to container-based application.
· Configuration and monitoring of alerts, metrics, and customization of dashboard to meet customer’s
· needs using Prometheus, SiteScope and Grafana.
· Expanded production servers to multiple regions/zones to ensure the services are highly available with
· low latency and avoiding the Single Point of Failures.
· Working as Application support, involved in configuration for web apps, App services.Daily monitoring production servers using Grafana and Prometheus which is integrated with Kubernetes, exceptions and report to the team if something happens during standups.
· Monitored applications using Kibana and Datadog and created dashboards and alerts.
· Used JIRA for issue tracking issues.
· Knowledge of databases like MySQL, Hana, Oracle.
· Managing GCP cloud account and continuously evaluate for any resource/cost optimizations.
· Familiar with all objects and components in Kubernetes, ingress controller and deploying pods in selected nodes without any downtime for Dev and Prod Kubernetes clusters.
· Setting up the complete Kubernetes Dev Environment from scratch to deploy latest tools which is related to Deep learning and machine learning using helm charts on premises BareMetal for different teams.
· Implemented cluster services using Docker and Google Kubernetes Engine(GKE) to manage local deployments in Kubernetes by building a self-hosted Kubernetes cluster using Jenkins CI/CD pipeline.
· Setting up the complete Kubernetes Dev Environment from scratch to deploy latest tools which is related to Deep learning and machine learning using helm charts on premises BareMetal for different teams.
· Deployed and managed services such as virtual machines, hana, App services, storage, identity, databases on GCP.
· Worked in container-based technologies like Dockers, Kubernetes.
· Experience in Deploying with Tomcat, Web Server, Jboss.
· Experience setting up AppDynamics agents on the servers and installing the AppDynamics receiver Server.
· Experience setting up Argocd, vault and consul Application.
· Good interaction with developers, managers, and team members to coordinate job tasks and strong commitment to work.
· Having experience in Static Application Security Testing (SAST).
· Having experience in Aqua Sec application for image scanning.
· Hands-on experience on open policy agent(OPA).

· Used Kubernetes to manage containerized applications using its node, Config Maps, selector, services, and deployed application container as Pods.

Cognizant | India | Aug’ 09 to Aug’13
Role: Middleware Administrator

[bookmark: Description: (2)]Description:
· Internet Services Provisioning Platform (ISPP) is utilized for provisioning of new mailboxes by new and existing Comcast Subscribers, updating, adOptOut and deleting existing mailboxes. ISPP will make SOAP calls to the Zimbra administrative interface to create and manipulate mailboxes in the Mail directory branch. ISPP will execute LDAP transactions to create and manipulate entries in the Edge and White List directory branches. ISPP will need to interface to the Comcast Mail Provisioning Tool, the legal intercept dashboard system, and the system monitoring dashboard system. The Reporting system will provide information that ISPP will use to determine the best place for the mailbox to reside.
Internet Services Provisioning System (ISPP) receives account information from the Provisioning system through PISP and updates the corresponding directories such as Edge, Mail and the White List (PAB).
Legal Intercept that will provide an interactive web application for the Legal Intercept operators team for intercepting and monitoring the mailbox and its contents. This functionality is required for Comcast to fulfill its obligations to assist law enforcement activities.
Legal Intercept is an internal operator facing web application. Most of the functionality is initiated by the LI operator and for some functionality schedulers in the systems are the Actors. The actual task of monitoring and terminating the monitor are done by Bizanga. The LI System controls the monitoring by setting up cstLegaIIntercept attribute in the Edge Server. Bizanga will block all outbound emails from LGLI server. This is done so as to avoid non delivery response (NDR) messages from going back to the users. The LI System will follow the standard MVC model with multiple tiers – Presentation, Application, Integration and Data Tiers.




[bookmark: Responsibilities: (3)]Responsibilities:
· Experience on Upgrade and migration of Jboss and tomcat environments.
· Extensive knowledge of JBoss and Tomcat Application Server Administration on UNIX platforms.
· Deployment and troubleshooting of JAR, WAR, and EAR files in domain and clustering Jboss environment.
· Experience on backups and recovering Jboss environments.
· Experience of performance tuning JBoss and tomcat environments.
· Experience of performance tuning Tomcat environments.
· Initiate outage calls when Applications are impacted directly or due to external interfacing application issues.
· Implemented Monthly releases & deployed hot fixes during change window hours without any outage to Application.
· Configure Continuous Integration from source control, setting up build definition within Visual Studio Team Services (VSTS) and configure continuous delivery to automate the deployment of ASP.NET MVC applications to Azure web apps and managed Azure Active Directory.
· Branching, Tagging, Release Activities on Version Control Tools: SVN.
· Extensive usage of TortoiseSVN in windows environment for version control activities.
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