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Data Engineering Professional with over 10+ years of expertise and a proven track record in designing and implementing scalable data solutions on Azure and AWS. Expertise in optimizing data pipelines, modernizing data architectures, and ensuring security and compliance to drive data-driven decision-making.
Professional Overview:
Cloud Data Engineering (Azure & AWS): Extensive experience designing and implementing scalable cloud-based data architectures across Azure Synapse Analytics and AWS Redshift, optimizing data warehouse solutions for performance and cost efficiency.

End-to-end Data Pipeline Management: Expertise in orchestrating and testing robust, end-to-end data pipelines using Azure Data Factory, AWS Glue, Databricks, and Apache Spark, ensuring seamless data ingestion, transformation, and loading from various sources.

Real-Time Data Streaming: Delivered real-time data streaming solutions using Apache Kafka on both Azure and AWS, integrating real-time healthcare and business data with compliance with industry standards.

Cloud Data Security & Compliance: Developed and implemented secure data architectures using Azure Key Vault, AWS KMS, encryption techniques, and fine-grained access controls, ensuring adherence to regulatory standards.

Advanced Analytics & AI/ML Integration: Integrated Azure Machine Learning, Databricks, AWS SageMaker, and MLOps pipelines into data workflows for predictive analytics, NLP-driven insights, and automation, including model testing, versioning, deployment, and monitoring. This enhanced decision-making, operational efficiency, and ensured continuous model performance in production.

ETL and Data Transformation: Proficient in building and optimizing ETL processes using AWS Lambda, Step Functions, Redshift, and Azure Data Factory, transforming raw data into structured formats for advanced analytics and reporting. I also leveraged the use of SSIS packages, building, deploying, and executing packages in development and production environments. Involved in working with SSIS Data flow tasks, Transformations, for loop containers, and Fuzzy Lookups.

CI/CD & Automation: Automated data engineering and deployment processes with CI/CD pipelines using Azure DevOps, Jenkins, and AWS CodePipeline, reducing deployment time by 50% and enabling continuous integration and delivery.

Cross-Cloud Data Integration: Integrated multiple data sources, including SQL Server, Oracle, NoSQL databases, and third-party APIs, into cloud-based data lakes and warehouses on both AWS and Azure, ensuring seamless and automated data flows.

Data Governance & Quality: Established comprehensive data governance frameworks using Azure Purview and AWS Glue, implementing data quality checks, lineage tracking, and metadata management for consistent and reliable data operations.

Big Data & High-Volume Processing: Expertise in managing and optimizing big data environments using Hadoop, AWS EMR, Azure HDInsight, and Spark for large-scale data processing and analytics.

Tech Stack:

	ETL Tools/OS:

	Informatica Power center, Data Stage, SSIS, SSRS, Ab Initio, Airflow, MuleWindows: 9x/NT/2000/XP/Vista/7/8/10
UNIX, Mulesoft, ELK stack, Splunk monitoring. 


	Database:

	Oracle 19c/12c, MS Access 2016, PostgreSQL, SQL Server 2019, Sybase, DB2, Teradata r15, Hive 2.3, Impala, Cassandra 3.11, Vector databases (ChromaDB, FAISS, pgvector).

	Programming:

	Python (NumPy, Pandas, Matplotlib), SQL, T-SQL, PL/SQL, Shell Scripting, R, C#, C++, Java, FastAPI, Spring Boot, HTML5, PowerShell, ASP, Visual Basic, XML, Angular, ReactJS, Svelte.

	visualization tools/Data Science 


	Tableau, Tableau Server, Tableau Reader, SAP Business Objects, SSIS, SSRS, Crystal Reports, Power BI, Advanced Excel, Machine Learning, Deep Learning Models (PyTorch, TensorFlow/Keras), Principal Component Analysis (PCA), Data Science Pipelines.

	Data Modeling Tools:
	Erwin 9.7, ER/Studio, Star-Schema Modeling, Snowflake Schema Modeling, FACT and dimension tables, ETL Informatica, Pivot Tables.


	Clouds / Services:




AI/ML and NLP:

	Azure: Data Lakes, Data Factory, SQL Data Warehouse, Data Lake Analytics, Databricks, Synapse, Blob Storage, Azure Monitor, Azure Application Insights, Virtual Machines, and other Azure services.
AWS: S3, EMR, EC2, Glue, Redshift, Athena, IAM, Kinesis, VPC, DynamoDB, RDS, Lambda, DMS, QuickSight, Elastic Load Balancing, Auto Scaling, CloudWatch, AKS, SNS, SQS.
GCP: Cloud Deployment, AI/ML integration, advanced analytics workflows.

Retrieval-Augmented Generation (RAG), Prompt Engineering and Optimization, Synthetic Data Generation, Exploratory Data Analysis, Data Cleaning and Preprocessing, Tokenization and Embedding Models (spaCy, NLTK), Model Evaluation and Benchmarking, Unit Testing for ML Pipelines, MLOps, GenAI, Data Validation and Drift Detection, LLM Output Evaluation and Hallucination Testing.


	Applications:
	Toad for Oracle, Oracle SQL Developer, MS Word 2017, MS Excel 2016, MS PowerPoint 2017, Teradata r15.


	Big Data:
	Hadoop 3.0(HDFS, YARN, MapReduce, Hive, Pig), Spark 2.3, MongoDB 3.6, MapReduce, Sqoop, Kafka, Snowflake. 


Work Experience:
Senior Data Engineer / Machine Learning
Client: IDB BANK. NYC, NY                                                                                                                                                Oct 2022 – Present
Domain: Financial Services. 
The project aimed to optimize and secure the Bank's data infrastructure on Azure, enhancing real-time analytics capabilities while ensuring compliance with financial regulations. This involved streamlining data pipelines, improving performance, and reducing operational costs through advanced Azure services and automation.
Responsibilities: 

· Developed and deployed RESTful APIs using FastAPI and Spring Boot, ensuring secure and scalable integration with external platforms and compliance with enterprise data access standards.
· Designed and implemented Java-based web applications using the Spring Framework, leveraging Spring Security for user authentication and authorization to ensure robust security for enterprise-grade applications.
· Collaborated with product owners to prioritize features for ongoing sprints, ensuring alignment with business objectives and managing technical requirements in line with emerging industry trends and technologies.
· Performed end-to-end testing, including Quality Assurance, unit testing, integration testing, and regression testing, to ensure system reliability and adherence to functional requirements.
· Developed comprehensive test models, encompassing testing conditions, test data requirements, expected results, and test scripts, streamlining the testing process and enhancing overall product quality.
· Conducted performance tuning of SAP BODS data flows, resolving bottlenecks, and enhancing the scalability of ETL processes to handle growing data volumes.
· Integrated ReactJS and Svelte into full-stack web applications, creating dynamic user interfaces and improving the overall user experience.
· Engineered real-time data ingestion pipelines leveraging Kafka, Spark Streaming, and vector databases like FAISS and pgvector, enabling low-latency analytics for financial and AI-driven data operations.
· Conducted exploratory data analysis (EDA) and implemented synthetic data generation techniques to enhance model training datasets for improved ML performance.
· Built scalable ELT pipelines using PySpark and Databricks, reducing data processing time for downstream ML workloads.
· Integrated AI into Data Pipelines – Embedded GenAI-driven insights into existing ETL workflows using Azure Data Factory, PySpark, and Snowflake, improving data enrichment and analytics capabilities.
· Developed tokenization and embedding models for NLP workflows using spaCy, NLTK, and TensorFlow optimizing embeddings for retrieval-augmented generation (RAG) systems.
· Implemented LLM output evaluation and hallucination testing pipelines, ensuring reliability and accuracy of generative AI solutions across business-critical tasks.
· Designed and executed prompt engineering and optimization workflows for LLMs, improving response quality and enhancing user interactions for generative AI applications.
· Utilized LangChain and ChromaDB to build and scale advanced AI applications, integrating retrieval-augmented generation (RAG) workflows for enhanced contextual understanding.
· Developed and optimized ETL pipelines using Python (pandas, PySpark) and integrated with Azure Data Lake, Azure Synapse Analytics, and PostgreSQL for efficient data transformation.
· Developed and automated PL/SQL stored procedures, triggers, and packages to improve query execution and reduce manual intervention.
· Designed PL/SQL scripts for data validation, transformation, and ETL processes, ensuring accuracy in production systems.
· Leveraged PyTorch, TensorFlow/Keras, and Azure ML for deploying predictive ML models, enabling advanced analytics and supporting decision-making processes.
· Designed and implemented a scalable Azure Data Lake architecture with Hive tables on Azure Data Lake Storage (ADLS), improving data retrieval efficiency and reducing query latency
· Deployed ML models and data processing applications using Azure Kubernetes Service (AKS), ensuring high availability and efficient scaling.
· Configured Datadog/Splunk dashboards to monitor data pipeline performance, model inference latency, and resource utilization, reducing downtime
· Deployed containerized ML pipelines using Docker and automated infrastructure provisioning using Terraform, streamlining deployment cycles.
· Built AI-driven chatbots using LangChain and Azure AI Search to enhance real-time financial insights and improve customer service interactions.
· Automated deployment and monitoring of pipelines through CI/CD pipelines using Azure DevOps, Git, and Jenkins, ensuring robust and reliable updates to production environments.
· Implemented data validation and drift detection mechanisms for ML pipelines, ensuring model integrity over time and maintaining predictive performance in production.
· Developed and deployed deep learning models using TensorFlow, Keras, and PyTorch for real-time fraud detection, improving anomaly detection accuracy through pattern recognition algorithms in financial transactions.
· Developed interactive Power BI dashboards by integrating real-time data pipelines from Azure services, delivering actionable insights to stakeholders.
· Established unit testing frameworks for ML pipelines, ensuring reliability and minimizing production risks in data workflows.
· Designed data models and implemented partitioning and indexing strategies in PostgreSQL and NoSQL databases, optimizing performance for complex analytical queries.
· Created synthetic datasets for training AI/ML models, ensuring data diversity and improving the performance of generative and discriminative models.
· Built a high-performance VectorDB pipeline using PGVector and Pinecone to support efficient semantic search and retrieval-augmented generation for financial risk assessment, reducing query latency.
· Designed and implemented Unity Catalog to standardize data governance, lineage tracking, and access control across multiple teams, improving security and compliance.
· Implemented a full MLOps pipeline using Jenkins, Docker, and Kubernetes, automating model deployment and monitoring for real-time fraud detection systems in a banking environment, ensuring seamless model updates without service interruptions.
· Optimized and automated model versioning and continuous integration for a recommendation engine using MLflow and GitLab CI/CD, enabling faster retraining cycles and reducing manual intervention.
· Developed and deployed an AI-driven chatbot using Hugging Face Transformers and OpenAI APIs, integrating with customer support systems to handle high-volume inbound queries and streamline operations.
· Built a real-time sentiment analysis pipeline using Python, spaCy, and Kafka, processing social media and news data streams for actionable market insights.
· Implemented Azure AI Search to improve customer data retrieval efficiency and enhance search performance in banking applications.
· Enhanced existing Azure Synapse Analytics and SQL Database models through normalization, indexing, and partitioning strategies, reducing query latencies for financial reports.
· Optimized cloud deployments on Azure leveraging auto-scaling, reserved instances, and cost management strategies to reduce operational costs.
Tools and Environments:  Azure (Data Factory, Key Vault, Active Directory, Synapse Analytics, Purview, Event Hubs, Data Lake Storage Gen2, Blob Storage, Azure SQL Database, Functions, Logic Apps, DevOps, Apache Airflow, Kafka, Spark Streaming, Azure Databricks, AKS,  Azure Monitor, Hive Tables; PostgreSQL, NoSQL ,PL/SQL, Power Query, DAX,(MongoDB, Cassandra), MLOps, AI/ML, LLM, GenAI,  Vector Databases (ChromaDB, FAISS, pgvector); Python, Java, FastAPI, Spring Boot; Docker, Terraform, Jenkins, Git; PyTorch, TensorFlow/Keras, LangChain, spaCy, NLTK, Pandas, Matplotlib.

Data Engineer
Client: HCA Healthcare, TX                                                                                                                                                 Feb 2021- Sept 2022
Domain: Healthcare. 
The project aimed to optimize and secure the Bank's data infrastructure on Azure, enhancing real-time analytics capabilities while  
The project aimed to migrate on-premise data warehouses to AWS Redshift, enhancing scalability, performance, and security, while implementing real-time data streaming and advanced analytics to improve healthcare data management and operational efficiency for the organization.
· Led the migration of on-premises data warehouses to AWS Redshift, ensuring enhanced scalability, performance, and security, resulting in reduction of operational costs.
· Designed and orchestrated end-to-end data pipelines using AWS Glue, enabling efficient data ingestion, transformation, and loading processes across various data sources.
· Written Python code for exploratory data analysis using Scikit-learn, NumPy, Pandas, Matplotlib, Seaborn, and statsmodels.
· Managed large-scale datasets, utilizing AWS S3 and Hadoop Distributed File System (HDFS) to store and process petabyte-scale data with high efficiency and low latency.
· Developed and tested custom ETL solutions using Python and Scala in Amazon EMR, tailored to meet specific business needs, including handling complex transformations and integrating machine learning models.
· Conducted comprehensive performance testing on AWS Redshift and Amazon EMR environments, ensuring the scalability and stability of data pipelines under high-load scenarios. Optimized resource allocation based on test results to reduce latency and improve throughput.
· Led the end-to-end design and implementation of SAP BODS ETL processes, integrating data from multiple sources such as SAP ECC, SAP BW, and third-party systems into centralized data warehouses.
· Evaluated machine learning model performance for customer segmentation using multiple accuracy metrics such as precision, recall, F1-score, and ROC-AUC, ensuring that the model met the desired performance thresholds for deployment.
· Integrated Amazon SageMaker models into data processing pipelines, enabling predictive analytics, advanced data simulations, and intelligent automation of routine tasks.
· Trained and tested both supervised and unsupervised learning models using Amazon SageMaker and applied algorithms like decision trees and logistic regression for supervised learning, while using K-Means clustering for unsupervised tasks. Leveraged Python scripting to train, evaluate, and deploy these models efficiently.
· Designed serverless API solutions using AWS API Gateway and Lambda, enabling secure access to patient data for healthcare applications.
· Leveraged AWS SageMaker to develop ML models for predictive analytics in hospital readmission rates and disease progression tracking.
· Implemented real-time data streaming solutions using Amazon Kinesis, processing real-time customer data to ensure accurate customer journey tracking, timely insights, and segmentation for real-time marketing initiatives.
· Automated ETL processes using PL/SQL scripts, ensuring seamless data migration from on-premises healthcare systems to AWS Cloud (Redshift & S3).
· Worked on end-to-end machine learning workflow, written Python code for gathering data from Snowflake on AWS, data preprocessing, feature extraction, feature engineering, modeling, evaluating the model, and deployment.
· Built and maintained ETL pipelines to structure and analyze customer data in AWS Redshift, facilitating the creation of dynamic customer profiles and audience segmentation to drive personalized marketing and engagement strategies.
· Developed a security framework using AWS Lambda and AWS KMS to enforce fine-grained access control and encryption, ensuring compliance with healthcare data standards (HIPAA, FHIR, HL7).
· Tuned complex SQL queries in AWS Redshift and Amazon EMR, utilizing telemetry data to enhance performance and reduce query execution time.
· Conducted data quality assessments and audits using AWS Glue, Unix scripts, and Amazon SageMaker, ensuring high data integrity and availability across the data pipeline.
· Implemented CI/CD pipelines using AWS CodePipeline and CodeBuild, automating build, test, and deployment processes for data engineering tasks, reducing deployment time.
· Implemented star and snowflake schemas to support complex reporting requirements.
· Extracted the data required for building models from Snowflake on AWS. Performed data cleaning including transforming variables and dealing with missing values and ensured data quality, consistency, and integrity using Pandas and NumPy.
· Implemented Hive on AWS EMR with S3-backed tables, leveraging partitioning, bucketing, and compression to improve query execution and reduce storage costs.
· Developed PL/SQL scripts for optimizing Amazon RDS (PostgreSQL) databases, improving the performance of clinical decision support systems.
· Automated Claims Processing & Fraud Detection – Leveraged GenAI with AWS Textract and Comprehend Medical to extract, validate, and analyze healthcare claims, reducing manual processing errors and detecting fraudulent claims with NLP-based anomaly detection.
· Automated real-time data processing in Power BI using DAX and Power Query, ensuring accurate and up-to-date insights.
· Designed and implemented high availability and disaster recovery (HA/DR) strategies for critical data pipelines using AWS Elastic Disaster Recovery and geo-redundant storage, ensuring minimal downtime and data loss.
· Established data governance frameworks, including data cataloging, lineage tracking, and metadata management in AWS Glue Data Catalog, ensuring compliance with organizational data policies and regulatory requirements.
· Developed serverless AWS Lambda Functions to automate routine tasks such as data validation, cleansing, and loading, improving operational efficiency and reducing manual intervention.
· Optimized big data processing for AI/ML workflows, integrating distributed computing frameworks like Spark and Databricks.
· Deployed GenAI-Powered Clinical Summarization – Implemented LLM-based summarization models on AWS Bedrock and SageMaker, enabling automated extraction of key insights from electronic health records (EHRs) and physician notes for faster clinical decision-making.
· Managed version control for ETL code and data pipeline configurations using Git in AWS CodeCommit, ensuring traceability and easy rollback of changes.
· Collaborated with data scientists, analysts, and business stakeholders to gather requirements and deliver tailored data solutions that align with business objectives.
· Implemented data cataloging and metadata management solutions using AWS Glue Data Catalog, enabling easier discovery, understanding, and use of data assets across the organization.
· Developed and executed end-to-end testing strategies for data pipelines, including unit testing, integration testing, and user acceptance testing, ensuring the reliability and accuracy of data flows. Maintained Scala-based microservices for data ingestion and processing.
· Developed a Proof of Concept (POC) using a Large Language Model (LLM) GPT-3.0 to create an AI-powered healthcare chatbot capable of providing real-time responses to customer queries and improving user engagement.

Tools and Environments:  AWS Glue, Amazon S3, AWS KMS, IAM, Amazon Redshift, Apache Kafka, Amazon Kinesis, AWS CloudWatch, MLOps, AWS CodePipeline, Terraform, Jenkins, Docker, Apache Airflow, Amazon MWAA, Redshift Spectrum, Power Query, DAX, Hive, AWS X-Ray, AWS CloudTrail, AWS SageMaker, Python, Pandas, PySpark, TensorFlow, LLM, GenAI, Amazon Glacier, Amazon QuickSight, AWS Lambda, API Gateway, Spring Framework, FastAPI, AWS Elastic Disaster Recovery, RDS Multi-AZ, AWS Cost Explorer, AWS Trusted Advisor, AWS EC2, AWS IAM, AWS Redshift, PL/SQL.

ETL Developer
Client: AT&T, IL Chicago                                                                                                                                                    2020 Mar - 2020 Nov
Domain: Telecom
The implementation was to enhance customer data analytics, improve data governance, and provide real-time insights for marketing and customer service, ensuring compliance with GDPR and CCPA regulations, within the telecom industry.
· I was a part of Migrating 400 TB of customer data from on-premises SQL Server databases to an Amazon S3-based data lake, ensuring high availability, data consistency, and secure storage.
· Designed and implemented data warehousing solutions using Amazon Redshift, optimizing complex queries for large datasets to support advanced customer analytics and reporting.
· Developed, tested and managed ETL pipelines using AWS Glue to ingest, transform, and load data from diverse sources into Amazon Redshift, enabling seamless data integration.
· The customer service team needed real-time insights into customer behavior to respond to service issues and improve user experience. Using AWS Kinesis, real-time customer interaction data from mobile applications and CRM systems is streamed, allowing immediate analysis of customer service issues and proactive resolution.
· Collaborated with the Data Governance team to implement data classification, encryption, and compliance measures in alignment with GDPR and CCPA regulations using AWS KMS and IAM policies.
· Set up automated data quality checks and monitoring using AWS CloudWatch and custom Apache Spark scripts, ensuring data accuracy and reliability across the platform.
· leveraged AWS SageMaker to create dynamic customer segments based on behavior, location, and purchasing history. These segments allowed for targeted marketing campaigns, driving personalized offers and improving customer engagement.
· Integrated AWS Secrets Manager for secure management of keys and credentials, ensuring data encryption at rest and in transit while adhering to AT&T's stringent security protocols.
· Tuning performance for large-scale data processing by optimizing Apache Spark jobs, partitioning strategies, and indexing within Amazon Redshift, resulting in faster query execution and more efficient data analysis.
· Collaborated with cross-functional teams including Data Science, Marketing, and IT Operations to deliver data solutions aligned with business objectives, following Agile methodology.
· Designed and implemented batch and streaming data ingestion processes using AWS Glue and Kinesis, enabling the continuous flow of customer interaction data from various sources including CRM systems, web analytics, and mobile applications.
· Developed a multi-tiered data lake architecture on Amazon S3, segregating raw, cleansed, and curated data layers to support different use cases, from basic reporting to advanced analytics.
· Implemented CI/CD pipelines using AWS CodePipeline and Jenkins to automate the deployment of data pipelines, ensuring rapid and reliable deployment of new features and updates.
· Collaborated with data scientists to build and deploy machine learning models within AWS SageMaker and EMR, enabling advanced analytics like churn prediction and personalized recommendations for AT&T customers.
· Integrated AWS Glue Data Catalog to catalog and classify data assets across the platform, improving data discoverability and lineage tracking, and enhancing the overall data governance framework.
· Configured role-based access control (RBAC) and managed identities for AWS resources to enforce fine-grained access controls, ensuring that sensitive customer data is protected and accessed only by authorized personnel.
· •implemented a disaster recovery plan to minimize downtime in case of a service outage by implementing AWS Backup and geo-redundant storage, we ensured that critical customer data was replicated and recoverable, reducing recovery time and protecting business continuity.
· Developed complex data transformation workflows in Amazon EMR using PySpark to clean, enrich, and aggregate large datasets, supporting downstream analytics and reporting requirements.
· Integrated external data sources such as third-party demographic data and marketing lists with internal customer data, providing a 360-degree view of customers to improve targeting and personalization efforts.
· Using AWS CloudWatch and CloudTrail, we set up automated alerts for pipeline failures or performance degradation. This proactive monitoring allowed to resolution of issues before they impacted downstream analytics or customer-facing applications, improving operational efficiency.
· Worked on optimizing cloud resource usage, reducing operational costs efficient management of compute resources, storage tiers, and data retention policies.
Tools and Environments: AWS Glue, AWS Lambda, Kinesis, Amazon EMR, PySpark, Scala, Apache Spark, Hive, Power BI, SQL, Amazon Redshift, Delta Lake, Git, Jenkins, Terraform, CI/CD Pipelines, Role-Based Access Control (RBAC), Encryption (TLS/SSL), GDPR & CCPA Compliance, AWS IAM, AWS KMS, Managed Identities, AWS CloudWatch, CloudTrail, AWS Backup, Geo-Redundant Storage, Python, SQL, Scala, Unix Shell Scripting

Data Analyst. 
Client: Zipper Pvt. Ltd., Hyderabad, IND                                                                                                            Oct 2016 - Oct 2019
Domain: Geospatial Solutions. 
Project Overview: Optimized data infrastructure and developed data-driven applications, automating processes and improving decision-making in various business functions. Focused on driving business objectives through data analysis, reporting, and creating scalable solutions.
· Leveraged transactional and analytical data to drive business objectives, providing key insights through detailed data analysis and reporting.
· Expert in the full Software Development Life Cycle (SDLC), from requirements gathering to design and development, with a focus on building data-intensive applications.
· Specialized in RESTful web services development using Python, Flask, and PostgreSQL, proficient in building and maintaining scalable server-side applications.
· Analyzed data using SQL, Python, Power BI, and Tableau to identify insights, improve decision-making, and drive business outcomes.
· Designed and developed scalable ETL workflows for data extraction, transformation, and loading (ETL) into SQL Server from different environments, optimizing data flow and enhancing reporting capabilities using SQL Server Analysis Services (SSAS) and SQL Server Reporting Services (SSRS).
· Created and formatted advanced reports (Crosstab, Conditional, Drill-down, Top N, Summary, OLAP, Sub-reports) and ad-hoc reports to provide business intelligence to stakeholders.
· Developed a Command Line Interface (CLI) tool for Red Hat Linux, improving operational productivity and streamlining system management tasks.
· Implemented XML parsing with Python for lightweight data management, reducing dependency on traditional database systems and enhancing system flexibility.
· Built and maintained Linux services for deploying RESTful web services, utilizing advanced shell scripting techniques to automate operational tasks.
· Designed and executed test cases for REST API and CLI tools, ensuring robustness, reliability, and performance through comprehensive testing frameworks.
· Used Jenkins for automated deployment and testing of web services, reinforcing continuous integration and continuous delivery (CI/CD) practices, ensuring code quality and deployment speed.
· Played a key role in network infrastructure management by automating VLAN and router configurations, optimizing network operations and reducing manual intervention.
· Contributed to version control and codebase management using SVN on Linux, maintaining code integrity and enabling efficient collaboration among development teams.
· Designed data models and executed detailed analytical reports using SQL and Erwin, providing critical insights for marketing and finance reporting.
· Championed the use of Tableau and Power BI for interactive dashboard creation, delivering actionable insights and facilitating data-driven decision-making for senior management.
· Wrote complex SQL and SAS code, created interactive dashboards in Tableau, and used JIRA for test case execution, defect tracking, and test management, ensuring high-quality deliverables.
Tools and Environments:  SQL Server, PostgreSQL, AWS Glue, Power BI, Tableau, Flask, FastAPI, Python, Git, Jenkins, Docker, Terraform, Kubernetes, Erwin Data Modeler, AWS, Azure, Snowflake, Apache Kafka, Apache Airflow, AWS S3, AWS Lambda, Azure DevOps, PySpark, Apache Spark, AWS SageMaker, Redshift, Amazon RDS, Microsoft SQL Server Reporting Services (SSRS)
Data Analyst. 
Client: Ceequence Technoligies- Chennai, IND                                                                                                              Aug 2013 - Sept 2016
Domain: Financial Services 
The project aimed to enhance financial decision-making and operational efficiency by automating data processes and providing actionable insights through comprehensive data analysis and reporting
· Gathered data from various internal and external sources, including databases, Excel sheets, and third-party APIs.
· Automated data extraction processes using SQL queries, Excel macros, and Python scripts to ensure timely data availability.
· Conducted data cleaning and preprocessing tasks such as removing duplicates, handling missing values, and standardizing data formats to ensure accuracy and consistency.
· Utilized tools like Excel, Python (Pandas), and SQL for data wrangling and transformation.
· Performed exploratory data analysis (EDA) to identify trends, patterns, and anomalies in the data.
· Performed data analysis to identify anomalies in financial transactions, such as unusually high expenditures or revenue drops, using Python and SQL. Worked closely with risk management teams to flag these anomalies and investigate potential issues such as fraud or errors.
· Generated regular and ad-hoc reports using tools like Excel, Tableau, and Power BI to present key insights to stakeholders.
· Conducted root cause analysis on data discrepancies and reported findings to relevant teams for resolution.
· Developed dashboards and interactive visualizations in Power BI to present data insights and track key performance indicators (KPIs).
· Created charts, graphs, and other visual elements to communicate complex data findings to non-technical stakeholders.
· Worked closely with business analysts, product managers, and IT teams to understand data requirements and ensure that data solutions met business needs.
· Participated in daily stand-up meetings and project discussions to align data analysis efforts with business objectives.
· Regularly performed data validation checks to ensure data accuracy and integrity before reporting or analysis.
· Conducted quality assurance (QA) on data reports and dashboards to ensure that they met business requirements and were free of errors.
· Wrote complex SQL queries to extract and manipulate data from relational databases such as MySQL, SQL Server, and Oracle.
· Optimized SQL queries for better performance, ensuring efficient data retrieval and processing.
· Analyzed historical data to identify trends and patterns, helping to forecast future performance and assist in decision-making processes.
· Utilized statistical techniques such as regression analysis, time series forecasting, and clustering to derive actionable insights.
· Prepared detailed reports and presentations for senior management and clients, summarizing key insights and recommendations.
· Identified opportunities for process improvement in data collection, analysis, and reporting workflows.
· Acted as a point of contact for data-related queries from various departments and clients.
Tools and Environments: Excel, SQL, Python (Pandas, NumPy), Tableau, Power BI, Excel, MySQL, PL/SQL, SQL Server, Oracle, Excel, Tableau, Power BI, Regression, Time Series Analysis, Clustering.
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