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[bookmark: _GoBack]Professional Summary:
· Accomplished data professional with over 14 years of proven expertise in delivering end-to-end Cloud Data Engineering, Data Governance, Business Intelligence, Cloud Data Migration, Master Data Management and Data Warehousing solutions. Proficient in designing robust ETL strategies and data warehouse strategies.
· My skill set includes expertise in PySpark, Python along all the ETL services on Azure platform and orchestrating the migration from on-premises to Azure cloud Environments. In addition to that, I have experience working on the latest Microsoft fabric workspaces and integrating them with GIT repo.
· Azure cloud certified with hands-on experience in working with Azure Cloud and its components like Azure Data Factory, Azure Data Lake Gen2, Azure Blob Storage, Azure Data Flows, Azure Databricks, Azure Synapse,Cosmos DB, Azure Logic Apps, and Azure Key Vault.
· Skilled in translating complex business requirements into scalable and efficient data workflows, leveraging expertise in ETL/ELT processes using ADF and Databricks. 
· Experience in Data Pipeline Development, Data modeling, Design & Development of Data Warehouse, and building Business Intelligence solutions for industries.
· Well-versed in the complexities of semi-structured and unstructured data in Azure Data lake for data retrieval and efficient storage.
· Developed a dynamic pipeline within Azure Data factory for extracting and orchestration.
· Demonstrated expertise in leveraging Azure Databricks for distributed data processing, transformation, validation, cleansing, and ensuring data quality and integrity.  
· Worked on Microsoft fabric workspaces, integrating, and development deployment using CI/CD process.
· Experience in creating user defined functions, making API calls, data transformation logics and data load technologies using PySpark on Databricks.
· 6 plus years of proficiency in Informatica Data Integration, encompassing Data Warehousing and Extraction, Transformation, Loading (ETL) strategies of data from various sources into DataWarehouses using Informatica PowerCenter 10.4/10.1. Broad knowledge of various data integration tools and technologies, including Informatica PowerCenter, Informatica Developer tool, Informatica Data Quality, Informatica Analyst and Talend.
· Possess hands-on experience working with API (Soap and Rest), web services using request python library on databricks for data validation requirement. 
· Performed CI/CD operations using GIT repository on Azure devops and maintaining feature branches and deploying to Dev, Test and Prod environment using pull requests.
· Documented all the work on Colibra from the requirements gathering till the test cases.
· Worked on bug fixes, and performance enhancement, and supported production runs.
· Excellent communication and reporting skills.
· Ability to meet deadlines, handles pressure situations, and completes the task in time.
· A self-learner, a decisive problem-solver.


Technical Skills:
	ETL Tools
	Azure Databricks, Azure Data Factory, Data Lake storage, Blob Storage, Microsoft Fabric, Informatica power center, Informatica data quality, Talend

	Coding Skills
	PySpark, python

	Databases
	Microsoft SQL Server, Azure SQL, Cosmos DB

	Web Services
	REST, SOAP, SOAP UI



Professional Experience:

Client: Empower, Houston, TX                    			                January 2021 – Present

Project 1: Title: Migrating to Microsoft Fabric
Role: Azure Data Engineer
Environment: Microsoft Fabric, Lakehouse, Datawarehouse, GIT Repository, Azure DevOps, Databricks notebooks, Azure Key Vault.
Description: The main objective of this project is to migrate existing projects to Microsoft fabric and reconcile the data to switch the connection.

Responsibilities:
· Led the project to create end to end fabric environment along with Lakehouse and warehouse along with repository, yaml file creation for azure pipelines on devops.
· Integrated fabric workspaces with GIT repository for code SyncUP and deploy codes to higher environments using CI/CD process.
· Created deployment pipelines to deploy objects within fabric workspaces.
· Migrate existing projects onto Microsoft fabric workspaces to load the data into Lakehouse and warehouse from different sources like SQL, synapse, Lakehouse.
· Also reconcile the data on workspace with the existing data on synapse to move from different data sources to SAP, where SAP will be considered as single source.
· Created a reconciliation process for data coming from SAP to existing synapse database.
· Create stored procedures to prepare the data on warehouse for PowerBI reporting purpose.
· User reconciliation process for the users from different applications and Azure AD list to find the non-AD users and maintain the roles for the users.
· Documented the work around process for couple of business solutions on Collibra.
· Scheduled the end-to-end process from data extraction till power bi report refresh on logic apps.
· Performed complete POC on Microsoft fabric for all the scenarios required in the project.
	
Project 2: Title: DB Lease, DB Prop and OPS data automation process 
Role: Azure Data Engineer	
							
Environment: Datalake, Data flows, ADF pipelines, Synapse, Azure Blob Storage, SharePoint, Logic apps, GIT repository, Azure DevOps.
Description: The main objective of this project is to automate the manual process done through excel to extract and enrich the property, lease, and operations data.

Responsibilities:
· This project involves a specific business requirement to analyze the property and their lease rates for each country along with the operational data along with design and architect end to end flow.
· This process was initially performed on excel using power queries in ADF, this process has to be automated to reduce manual intervention.
· The main challenge in this project is to extract the data from excel with different formats and indexes and create dynamic pipelines in ADF to extract the required columns data from the excels.
· Using the data flows in ADF for data validation like null check, numeric columns value check and data transformations like joins, lease rate calculations, currency conversions and numeric value unit conversions.
· Also used power query activity to replicate the existing requirement on data factory.
· Schedule this process quarterly once and load the data onto data lake layers, exposed the data to the downstream systems on conformed layer using logic apps.
· Data is stored using upsert strategy on the business columns for every quarter.
· Created a logic app flow to run the end to end process along with report refresh and email notification step.
· Maintain and deploy the ADF pipelines using CI/CD process upon approval from Team Lead.
· Documented the pipeline execution process and error handling steps on Colibra.

Project 3: Title: Source system Integration				
Role: Azure Data Engineer

Environment: DataLake, ADF pipelines, Dataflows, Azure Blob Storage, Synapse, Databricks, SharePoint, Azure SQL, Oracle DB, GIT repository, Azure DevOps.
Description: The main objective of this project is to extract data for multiple sources like CRM, YARDI, iLevel, FM, HFM with few data validation and data transformation rules.

Responsibilities:
· Involved in creating dynamic pipelines for data extraction and ingestion process using ADF and databricks also enhancing the performance of existing pipelines.
· The data for GLP is from CRM, Yardi, iLevel, HFM, FM systems from SQL and oracle database also from API (OneESG).
· Prepared a parameter file placed on blob storage where all the data sources(oracle and sql) information is maintained, and the file is used in the lookup activity.
· Created generic pipelines with dynamic mapping fields for each source system along with conditional activities to send the success and failure emails to the developer group email group.
· Created dynamic linked services and datasets for the pipelines.
· Design the ETL flow to validate,cleanse and enrich the data using look up and transformations in databricks using pyspark and python.
· Integrated the azure data factory with GIT repository and azure DevOps to maintain the code versioning and deploy the codes onto higher environments.
· GIT repository was integrated to maintain Databricks codes, Azure Datafactory pipeline codes also the SQL scripts using CI/CD process.
· Scheduled the data factory pipelines as the business requirements and monitored the jobs on regular bases on prod environment.


Client:  Mayo Clinic – Rochester, MN	                    November 2015 – December, 2020
	
Project 1: Title: Address Enrichment using Google API 			
Role: Azure Data Engineer								

Environment: SQL, DataLake, Databricks, PySpark, Delta tables, Azure Key vault, GIT repository, Azure DevOps.
Description: The main objective of this project is to create applications (Google, Address Doctor) as a service.

Responsibilities:
· The project involves company and property address cleansing and validation using API (Google and address doctor).
· Developed the PySpark, python code to call the API using the request library in databricks notebook.
· Create the get API URL from the input data to make the API call, input data is from datalake and update the get response onto the same dataset on lake using the upsert operation.
· Address Doctor API is used to validate the address of the company and property, returns the match code which defines the accuracy of the address ranging from 0-5, and also suggests appropriate address.
· Google API is used to validate and find latitude, longitude information for the given address information and populate the values or update the values in the delta table.
· Merging the data on the delta tables onto datalake using upsert function along with the last Updated timestamp.
· The main challenge in this project is to enhance the performance of the API calls, which I have achieved using parallel processing (Threads, pools) in databricks notebook using pyspark code.
· The notebooks are scheduled along with the regular data load process to give the business data with enhanced and corrected information along with source information in databricks workflows.
· Notebooks are connected to GIT repository to maintain the code sync and deploy to higher environments along with configurations in the config file.
· Also converted this process as an application by publishing the code as azure function to instantly check the address accuracy and latitude, longitude information using http URL on postman for the users.

Project 2: Title: Application as a Service				
Role: Azure Data Engineer

Environment: SQL, DataLake, ADF, Databricks, PySpark, Databricks Catalog, Azure Functions, GIT repository, Azure DevOps.
Description: The main objective of this project is to create the applications (DNB, Strikeiron) as a service.

Responsibilities:
· This project is an Ad hoc requirement from the management to build a process for the users to process the data through DNB and Strikeiron API along with the regular process.
· DNB API is used to get the upwards and downwards company hierarchy tree given at any level also to get the global headquarters of the company using pyspark codes.
· Strikeiron API is used to validate email information and get the status of the email along with corrected email using requests method in pyspark and python.
· Developed a azure function that accepts the file uploaded for processing on the soap api using the http URL.
· Along with this maintained the complete stats of each run with the file status on sql table along with email notification for the uploaded user in the cosmosdb.
· Metadata for each run is maintained in the cosmos db which is easy to insert and update the data and maintain the metadata for each run with effective performance from databricks notebook.
· Read the uploaded source file from Blob Storage and write the API output in Blob Storage.
· Worked with JSON hierarchy responses from API and flattened them to write the data into delta lake tables in databricks.
· Creating blob trigger Azure functions to upload file to Blob storage and download the file from Blob Storage.
· Link the notebook with the ADF notebook activity and schedule the job for daily refresh.
	
Project 3: Title: Migrating Existing ETL Projects to Azure Databricks	
Role: PySpark Developer						

Environment: SQL, DataLake, Databricks, Informatica, Azure DevOps, Git Repository, PySpark.
Description: The main objective of this project is to redesign the existing projects on Azure.

Responsibilities:
· Perform POC on Azure platform to setup the environment and migrate the existing on-prem project.
· Develop the blueprint for data extraction, data validation, transformation and ingestion onto delta lake tables for the data from different sources using PySpark.
· Created secrets for the confidential data on azure key vault and used the secrets in the notebooks using dbutils, get function in pyspark and python.
· Developed the code for different data ingestion mechanisms like insert, update else insert, append for each source system as per the requirements.
· Developed class and methods to maintain the reusable pyspark codes like data validation rules, read data from different sources using the secrets from key vault, email notification.
· Created user defined functions in pyspark and python language for complex scenarios like flattening the hierarchical structures, regex expressions.
· Processed the data in batches to improve the performance as the data volume was to high also to handle the Databricks resources.
· Developed code to handle the errors using try-catch block.
· Deployed codes to higher environments using CI/CD process on devops.
· Maintained the complete stats of each run with the run id, job status, start time, end time, triggered by, along with data stats in SQL tables which help to easily track the issue in any data leakage scenarios.
· Monitored the daily runs on production along with bug fixes on regular bases until the system functionality is stabilized.
· Integrated the notebooks with GIT repository for versioning and deployment to higher environments.

Project 4: Title: Contact						
Role: Azure Data Engineer 

Environment: SQL, Azure Databricks, PySpark, API, Azure DevOps, GIT Repository
Description: The main objective of this project is to pull the contact data from Azure SQL check for the data quality and enrich the data along with validation and load the data in MDM staging tables for further MDM match and merge process.

Responsibilities:
· The input source is Azure SQL, creating a relational connection on Informatica to fetch the data from on-prem SQL server to Azure SQL.
· Perform basic data validation checks on the data type and column value check using PySpark and python.
· We used Strikeiron API in databricks notebooks to validate Email data, validate the phone number information with rule check based on the business requirement.
· Build data quality rules to identify the bad quality records and log them in a SQL table for end user reference.
· Eliminate the bad quality records and pass the good records to MDM for M&M.
· Bad records are later validated and corrected by data stewards.
· Tie up the contact information with the company information using business key columns.
· Create a stored procedure joining the company and contact information and create a table for business usage on data lake delta tables.
· Scheduled the notebook with dependency on the company job also send email notification to the stewards for bad records correction.
· This is a cyclic process where the job runs happens continuously until there are any more bad records in the system.

Project 5: Title: Data Quality Check					
Role: Informatica Developer

Environment: SQL, Informatica Power center 10.4.1, Informatica Data Quality, API, Octopus, Informatica portal
Description: The main objective of this project is to report bad quality records with the data quality issue to the client.

Responsibilities:
· This requirement involves property, company, contacts information of all the clients.
· Extract source data from different sources using plug-ins (CRM application) or creating a connection string for database sources.
· The main objective is to develop the data quality rules for each entity as per the business requirement.
· Developed a process to maintain the data quality rules entity and country wise in the database using star schema mechanism.
· The bridge table is used as a lookup for getting the appropriate rule for the given columns.
· Created multiple reusable mapplets which can be used in mapping for data validation, this helps in parallel data validation process and improves the performance of the system.
· Created mapping to read the data and pass the column values to the mapplets for validation and write the result data into SQL tables along with validation reason.
· As the validation reason segregate the data into good records and bad records using router to divert the data into two different paths and load int good records and bad records table.
· Exported the Informatica data quality mapplets onto Informatica power center to create the mappings.
· Designed a metadata structure in database to make entry for all the rules at entity level.
· The bad quality records are logged into a view with the data quality reason and reports are built upon the view for data stewards for correction
· Built the cases for each data quality rule and documented.		

Client: 	TCS – Tata Consultancy Services – Pittsburg, PA         June 2011 – October, 2015

Role: Informatica Developer
Title: Entity Migration – DQ & ETL project 

Environment: Windows with SQL, Informatica Data Quality IDQ 10.2.0, Informatica Power Center, Octopus, Informatica portal
Description: One of the world's leading teaching and research institutions in California, United States was implementing Informatica Data Quality to measure and improve the quality of the data and load the data to the target system. 

Responsibilities:
· Identified the source data from multiple entities for which we are going to perform the cleansing process.
· Defined the rules and performed the initial profiling to measure the data quality and generated the scorecard through Informatica Analyst tool.
· Preparing ETL mappings in Informatica Developer client to load data into staging and DQ mappings to cleanse the data.
· Data cleansing involved data validation and data parsing and standardizing. 
· Standardized the country, department columns of the customer information.
· Validating the email, name, Id patterns by creating mapplets using regex patterns.
· Gathered the business rules from clients and created the mapplets and validated them as rule in the transformations.
· Data parsing to overcome the data mismatch issues.
· Scheduled the process on daily bases.


Client : CSC – Computer Science Corporation – Hyderabad, India           May’ 2009 – Apr 2011
				
Role: Informatica Developer.
Title: De-Duplication of Customer Records

Environment: SQL, Informatica Developer IDQ 10.2.0, Informatica Power center
Description: The main objective of this project is to report customer’s details to validate the provided details like customer address, Mobile, Email, PAN and PINCODE. And to identify the duplicate records and consolidate the duplicate records to prepare the golden records result.

Responsibilities:
· Identified the different sources from which the data is coming as feed to the Warehouse.
· Input source data was hierarchical data which was converted to relational by using data processor.
· Preparing ETL mappings to load data into staging and validation mapping with bad record exception.
· Preparing Validation mapping with Address Doctor version.
· Validating the PAN, PINCODE, Mobile and Email pattern by creating mapplets using regex patterns and validating them as rule which helps to validate the data on Informatica analyst tool.
· Preparing mapping to match and identify the deduplicate customer records using Identity matching.
· Preparing mapping to merge the identified duplicate customer records using consolidator and duplicate exception flow.
· Created a Human Task which let the data steward to review and consolidate the duplicate data through Analyst console.

								
		
	
